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Abstract. Musical expressions are often associated with physical gestures and movements, which represents
the traditional approach of playing musical instruments. Varying the strength of a keystroke on the piano results
in a corresponding change in loudness. Computer-based music instruments often miss this important aspect,
which often results in a certain distance between the player, his instrument and the performance.
In our approach for a computer-based music instrument, we use a system that provides methods for an interactive
auditory exploration of 3D volumetric data sets, and discuss how such an instrument can take advantage of this
music-based data exploration. This includes the development of two interaction metaphors for musical events
and structures, which allows the mapping of human gestures onto live performances of music.

1 Introduction

Over the past years, computers have contributed to
musical performances in several ways. Already in the
late 1960s, computers have been employed to control
analogue instruments. The GROOVE synthesizer de-
veloped by Max Mathews was one of the first com-
puter controlled analogue synthesizers [14]. Since the
introduction of the MIDI standard as a communica-
tion protocol, computers have been used as a means
for conduction and arrangement in many music pro-
ductions, but also as a bridge between input devices
and synthesizers. In this context, computer have also
been used to augment a performance by adding algo-
rithmically generated notes that fit musical structures,
as for example in Music Mouse [19] or MIDI composing
software like Bars & Pipes1. Intelligent instruments
like Music Mouse facilitate an easier, more intuitive,
approach to the creation of music for the musically in-
experienced. At the same time they offer new ways of
creating music – even for professional musicians.

In today’s productions, external synthesizers are of-
ten omitted. Their place is taken by virtual instru-
ments, such as Native Instruments’2 simulation of the
B3 organ or the virtual acoustic and electric piano.
Even standard consumer hardware is powerful enough
for their deployment, and they are used to imitate any
kind of instrument in realtime. In contrast to the
achievements in sound synthesis, input devices other
than MIDI-keyboards are still not common in mu-
sic production, although recently a new research area

1Bars & Pipes www.alfred-j-faust.de/bp/MAIN.html
2Native Instruments www.nativeinstruments.de

solely focussing on new musical interaction methods
has been established. One example3 that is planned to
be commercially available in the near future is the re-
acTable system, which is described in [10, 12]. Like
Crevois et al., who developed an instrument called
Sound Rose (see [6]), Jordà et al. use a tangible inter-
face as a new intuitive way for live music performances.

Computer-based instruments are designed in a way
that a musical controller generates data that is passed
to a computer and therein mapped to a single acoustic
stimuli of a certain pitch and volume, or to parameters
that somehow control an algorithmic composing. The
advantage of this approach is that virtually any type
of data can be used as input for these instruments.
The mapping of arbitrary data to sound (including mu-
sic) is part of another very important area of research,
specifically sonification. It is often used in the devel-
opment of Auditory Display systems, and employed to
acoustically convey scientific data. While for a long
time, sonification has merely been a part of visualiza-
tion research, the techniques which were outlined by
Gregory Kramer (see [13]) have been developed and
successively improved to provide an enhancement, and
at places even a superior alternative, to visual represen-
tations in science (e.g. [7]). Especially when it comes
to the visualization of the inner and outer structures
of 3D volumetric data sets. The auditory channel can
be used to reduce the load of information that other-
wise has to be absorbed by the visual channel alone.
The main challenge for sonification research is to find
an expressive, intuitive, and comprehensible mapping

3An overview of some musical controllers can be found
at www-ccrma.stanford.edu/~serafin/NBF/Newport.htm
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from the data domain towards sound.

In our sonification system, we employ spatial inter-
actions to facilitate an intuitive method for an audi-
tory exploration of 3D volumetric data sets. It uses a
strictly functional mapping of data to complex sounds,
based on differences in pitch and volume. This sys-
tem is the basis for a novel computer-based instrument
that can be used without musical experiences. The in-
strument is designed out of two metaphors: The Tone
Wall metaphor allows a performer to directly gener-
ate a melody, while the Harmonic Field is used for an
computer-aided accompaniment. Both techniques can
be used at the same time. It produces diverse sounds,
and allows for a highly interactive performance. It can
be shown that spatial interactions inherent a great po-
tential for the use in computer-based instruments.

The paper is organized as follows: After an introduc-
tion to the sonification of volumetric data sets in the
next section, we advance by presenting our sonifica-
tion system in Section 2.1. This includes some tech-
nical details regarding our realtime implementation.
We then elaborate in Section 2.2 how sonification and
computer-based instruments connect, and how live mu-
sic performances can benefit from an instrument that
uses our sonification system. In Section 3 we describe
how musical data can be derived from spatial gestures
in volumetric data sets. The Tone Wall metaphor
(Section 3.1) specifies the pitch, loudness, and timbre
space for melodic purposes. The Harmonic Field (Sec-
tion 3.2) describes how volume data can be used to
represent harmonies, broken chord play, and musical
textures. Section 3.3 is concerned with the combina-
tion of both concepts for the presentation of a one man
polyphonic performance. Finally the results from are
discussed in section 3.4, which also includes possible
improvements for further research.

2 Volume Data Sonification

Data sonification is an underdeveloped, but growing
field of research. In this section we describe how soni-
fication can be applied to acoustically describe 3D vol-
ume data sets. Before we describe our method, we
discuss several advantages that make sonification tech-
niques at times superior to a more classic visual exam-
ination and presentation of scientific data sets. Exam-
ples are monitoring applications, or any type of unfo-
cused operations and processes. The generated acous-
tic stimuli can be heard without paying direct atten-
tion. This yields an improved mobility. Furthermore,
Kristine Jørgensen states that the presence of sound
increases attention, and eases the perception by inten-
tionally utilizing channel redundancy [11, 8]. A simple
example is a flash light that is augmented with a sound

while flashing. The proper use of acoustic stimuli in
combination with the visual representation also gener-
ates a deeper sense of immersion, especially in inter-
active 3D environments [17]. Gregory Kramer stated
that ’spatialized sound can, with limitations, be used to
[...] represent three-dimensional volumetric data’ [13].
One reason is that spatialized sound provides a direct
mapping to the physical 3D space.
3D volume data occurs in countless fields of research
and is used to represent the inner and outer structure of
objects or materials in a voxel representation. To find
an expressive mapping of the these voxels to sound is
one of the main challenges when designing a sonifica-
tion system.

Since the development of powerful graphics acceler-
ators, there has been much research on finding a good
mapping in the visualization domain, but only a few
attempts exist to exploit the possibilities of sonifica-
tion to convey 3D volume data. Minghim and Forrest
have suggested methods like the “Volume Scan Pro-
cess”, in which the density inside a volume probe is
mapped to the pitch of a generated tone [16]. David
Rossiter and Wai-Yin Ng traverse the voxels of a 3D
volume and map their values to different instrument
timbres, amplitudes and pitches [18]. Both systems
are controlled through a quite simple mouse/keyboard
interface. However, for the sonification of 3D volume
data, interaction must not be seen as requirement, but
as key aspect. In fact, it is the second most impor-
tant aspect after the mapping. A direct exploration of
the data by, e.g., moving the hand through an interac-
tive 3D environment can provide the user with a better
understanding of extent or local anomalies. Both ex-
amples of related work lack this ability of a responsive
user interface for 3D input like a realtime tracking sys-
tem, or need to compile the audio data before one can
listen to it. The next passage outlines our sonification
system, which focuses on direct interactions and an ex-
pressive mapping of the inner structure of 3D volume
data.

2.1 Spatial Exploration of Volume Data

As mentioned before, a sonification system can greatly
benefit from tracking devices that allow a direct ex-
ploration of the volume data. In the visualization do-
main, this is generally done using a certain Viewpoint-
Metaphor, such as the ones presented by Colin Ware
and Steven Osborne [23]. With respect to data sonifi-
cation, the eye in hand metaphor can be easily trans-
formed into the above described volume probe. Instead
of a spherical or cubical shape, our approach uses the
metaphor of a chime rod, which is illustrated in Fig-
ure 1.

- 2 -
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Figure 1: 3D Volume scan through chime rod

The rod can be moved freely through the 3D volume,
and is controlled by an interactor that is connected to
a 3D tracking device. The advantage of using a rod in-
stead of a spherical or cubical shape is, that the pitch
of a tone can be directly associated with a position
along the rod. Together with an amplitude-modeling
depending on the density value at a certain position, a
complex tone is generated. This allows for an intuitive
exploration of the inner structures of the volume data.
Unfortunately, the system could not be implemented
using a MIDI-controlled synthesizer. Instead, we de-
vised our own sound synthesis. A sound is rendered
depending on the density distribution of the volume
that is in close vicinity of the chime rod. The listeners
head is orientation-tracked, and the generated sound
is spatialized to provide an additional localization cue
for a more immersive experience.

The realtime tracking is achieved using a Polhemus
FASTRAK that allows four sensors to be connected.
The input data is processed in the client PC that,
besides the sonification and sound rendering also per-
forms the visualization (see figure 2).

Figure 2: Hardware setting of the sonification sys-
tem

Using sonification and visualization at the same time
does not only induce the afore mentioned redundancy
that eases perception of the data by dispensing the in-
formation on two channels, but also allows for multi
variate data to be presented directly without the need
of switching between different representations. How-
ever, it is a crucial aspect of the system that the visu-
alization, which requires a powerful hardware, does not
interfere with the audio streaming, even if the system
is not equipped with the latest graphics accelerator.
Thus, we make great use of multi-threading running
the visualization on a low priority to ensure that the
audio stream is never interrupted. A scheme of the
whole sonification system is illustrated in Figure 3
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Figure 3: Schematics of the sonification system

For the sound processing and output in a multi-
threading environment we use an audio API that is spe-
cially designed for realtime audio applications [20] and
revised it for our purposes. The results were promising
and beared the idea to introduce music elements into
the system. In the next section we elaborate on how
sonification methods and computer-based instruments
are connected and show how our system can contribute
to the research field of the latter.

2.2 Volume Sonification in a Music Environment

Hunt and Hermann who advance the research of the
model based sonification impose interaction to be the
ultimate cause for acoustic feedback [9]. This feedback
is used to gather information about an object. E.g., a
bottle of water that is shaken reveals information about
its contents. This cause-and-effect chain can not only
be used to convey abstract information like the number
of messages in an e-mail inbox of a mobile phone [24]
but is also a powerful paradigm for computer-based in-
struments. In the broadest sense, one could consider
these instruments as merely a special case of sonifica-
tion: The sonification of interaction itself. In a musical
improvisation interaction can be seen as an expression
of emotion and mood. A computer that is asked to
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improvise could, of course, not use mood or emotion
as basis for its performance, but arbitrary, or specially
arranged data. Using music to convey data can have
some advantages. Often sonification suffers from an-
noyance. Paul Vickers and Bennett Hogg state that
‘Sonification designers concentrated more on building
systems and less on those systems’ æsthetic qualities’
[22]. Accoustic stimuli that abide by the rules of mu-
sic are generally more appealing for the listener than
sounds that use arbitrary pitch and timbre. It may
even stimulate the interactive exploration of data, as
the listener self-evidently becomes a music performer
by interacting with the dataset. She or he will try to
achieve the most pleasant musical result. A distinct
variation in the data means a distinct variation in mu-
sic. Its location can be memorized more easily when
the performer ‘explores it intentionally’ because she or
he feels that this particular variation fits best in the
current music progression.
However, finding a meaningful mapping of arbitrary
multi-dimensional data to music must be considered
highly challenging. Some approaches can be found in
projects like the Cluster Data Sonification or the Solar
Songs by Marty Quinn. In his Image Music4 sonifi-
cation, the user can interactively explore a 2D image
through music. However, nothing has been done yet
in the domain of 3D volume data. Furthermore, the
said examples are not intended for live music perfor-
mances. The interaction is limited to mouse input that
does not meet the high responsiveness demanded by a
music performer.

Besides the mapping, the method for interacting
with the system is crucial for its efficiency. Like the
afore mentioned sonification system computer-based
instruments mostly use either mouse/keyboard inter-
action, or are designed to be played with MIDI-
keyboards. These demand a certain skill in order to
be adequately handled. Systems using the elements
of direct interaction as a means for acoustic excita-
tion are scarce. Instruments like the Fractal Composer
introduced by Chapel, for example, provide a mouse
driven graphical user interface [5]. The system com-
poses music using the MIDI protocol in realtime that
depends on parameters which are set by the user. She
or he has no direct control over the melody or har-
mony that is generated. This induces a big distance
between the performer and the instrument. She or
he can only influence the composition on a fairly high
level. These systems are referred to as interactive in-
struments [4] or active instruments[5]. In contrast, the
reacTable and the Sound Rose mentioned earlier are
collaborative instruments that use direct interaction.

4Design Rhythmics Sonification Research Lab www.

drsrl.com/

Indeed the tangible interface is very intuitive though
these attempts are momentarily limited to two dimen-
sional space. Besides the afore mentioned reacTable
and Sound Rose The “Morph Table” system that uses
morphing techniques presented in [25] is a good exam-
ple how this interface can be used for music generation
[2]. However, the music is also controlled on a rather
high level. The system generates transitions between
a source- and a target pattern which is applied on pre-
composed melodies and rhythms. It is not possible to
create a melody directly. Furthermore, it is limited to
two dimensions.
Chadabe describes a system called Solo that uses mod-
ified theremin’s (see [21]) as 3D input devices to guide
the system [3]. Again, the melody is generated al-
gorithmically. The performer controls variables like
tempo and timbre. The computer is used for sound
synthesis. Thus, this approach is similar to that de-
scribed in [5] and [2] as the performer has only a global
influence on the generated music. However, we think
that 3D input devices can be used to intuitively control
both, melody and accompaniment. Where the former
is generated through a direct mapping of the position
to pitch while the latter could benefit from semi auto-
matic composition or precomposed elements. This not
only opens the path for diverse improvisations but also
can be considered more immersive than just influencing
certain aspects of music that is otherwise algorhythmi-
caly generated.
Our system for interactive exploration of 3D volume
data is applicable in that it provides the necessary de-
grees of freedom to have both aspects in one instrument
as well as the responsiveness demanded for a live per-
formance. This makes it possible to develop metaphors
for music and sound generation. Two are described in
the next section.

3 Volumetric Music

Along the lines of traditional music instruments, com-
puter music instruments have to find intuitive perfor-
mative metaphors for musical events. A typical ex-
ample: To strike one key on the piano means playing
its corresponding pitch. The keystroke velocity regu-
lates its loudness. The following sections will describe
and discuss this mapping of spatial gestures to musical
events and structures, in analogy to the previously dis-
cussed image and volume data sonification techniques.
The volumetric data represents thereby the medium of
interaction and defines the basis for a music processing.

3.1 Tone Wall

A question that arises is: How can different tones be
represented in the 3D space? A very intuitive way is a
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mapping along the vertical axis: low pitches go down,
high pitches go up.

But an expressive performance necessitates more
than the on/off switching of simple tones. It must
be possible to form them. One of the most impor-
tant means therefore is dynamics (i.e., loudness). In
correspondence to the keystroke velocity on the pi-
ano, we consider the tone space as a wall. The deeper
the performer/interactor punches through that virtual
wall (in z-direction) the louder the tone will be played.
Short punches produce staccato notes, whereas to hold
a tone, the interactor remains in the wall for as long as
desired.

An additional parameter is the punch velocity that
affects the attack and onset behavior of the tone. A fast
punch causes a short attack (a very direct beginning of
the tone), and a more percussive onset performed in a
slow velocity results in a softer tone at the beginning
independent of its dynamic level.

Thus, the y- and z-axis open up the complete band-
width of expressive tone forming known from keyboard
instruments, like the piano, and the punch velocity is
a new means to specify details of the tone beginning.
However, it would be unwise to not additionally exploit
the potentials lying in the x-axis. Many instruments
allow the player to vary its timbre to a certain extent,
for which the x-axis is predestined. Different timbres
can be blended from left to right, e.g. from a very dark
sinusoidal waveform over relaxed, clear sound charac-
teristics up to brilliant and very shrill sounds. There
are no limitations in sound design in comparison to
traditional musical instruments. The complete Tone
Wall concept is illustrated in figure 4.

For more timbral variances and freedom, it is possi-
ble to fill the Tone Wall with volumetric data of vary-
ing density. It can be employed as static behavior or re-
act on interactions, e.g. like particles that are charged
with kinetic energy when they are hit by the interactor
device. Due to the freedom to apply any sound synthe-
sis methods, the Tone Wall interface is not restricted
to pitch based melodic structures, but also for more
complex sound structures and noises for contemporary
music styles.

3.2 Harmonic Field

In contrast to the Tone Wall concept, which speci-
fies an interface to create basic musical events, the
Harmonic Field is already a pre-composed musical en-
vironment, which can be freely explored by the per-
former.

It defines a number of regions (as illustrated in fig-
ure 5) with their own harmonic content, e.g. a C ma-
jor harmony in the grey area (harmony 1), a minor in
the yellow (harmony 2), a cluster chord in the area of

tim
bre

p
it
c
h

dynamics

velocity

Figure 4: Tone Wall

harmony 5, and so on. The performer can move his
focus via a head-tracking interaction over the regions
to change the harmony that is currently played; he lit-
erally looks to the harmonies to play them.

Each harmonic area defines a density gain towards
the peak in its center. The density allocation can, of
course, also feature more complex shapes, define mul-
tiple peaks, holes and hard surfaces. The values can
be used for fading techniques, such as those described
in [1]; high density can be implemented with a louder
volume than low density. But the harmonic field is not
restricted to static tones only. Chords can be orna-
mented by arpeggiated figures and compositional tex-
tures can be defined. Instead of using a simple in/out
fading, the texture density can be adapted: very sim-
ple, transparent textures at lower density areas and
rich in detail figures at higher densities.

Since harmonic areas can overlap, we applied a num-
ber of transition techniques—other than fading that
does not satisfy in any situation. Held chords are tran-
sitioned part by part. Each part is moving stepwise
towards its targeted pitch, where the steps are cho-
sen according to the underlying scale of the harmony
(e.g., major, minor, or chromatic scale). Instead of a
stepwise movement, the transition can also be done by
linear glissando. The transitional pitch is an interpo-
lation of the pitches of each harmonic area according
to their density weightings. The goal pitch is reached
when the old harmonic area is left, or a hole within
with zero density is found. With complex cluster-like
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harmony 1

harmony 3

harmony 5

harmony 4

harmony 2

line of sight

Figure 5: Harmonic Field

harmonies, the resulting metrumless clouds do wake
associations with György Ligeti’s Clock and Clouds for
women’s choir and orchestra.

Compositional textures, in any respect, are not
metrumless. They are well-defined sequences of pit-
ches/events in a certain tempo and rhythm. In the
case of different tempi, the transitional tempo is an in-
terpolation depending on the density weighting. Since
the textures are repetitive, the morphing techniques of
Wooller and Brown [25], and the interpolation tech-
nique of Mathews and Rosler [15] can be applied to
combine the figural material.

However, generative textures were not included at
the current state. Therefor, transition techniques for
generative algorithms have to be developed and are
classified as future work.

3.3 Poly Field

When performing music, it is always desirable of be-
ing able to handle both, melodic and harmonic data,
simultaneously. Thus, both interfaces, the Tone Wall
and the Harmonic Field, have to be accessible and con-
trollable by one person at the same time.

This is achieved by employing two input devices
which can be controlled independently. The user plays
melodic gestures on the Tone Wall using hand and
arm gestures and thereby controls the harmonic pro-
gression on the Harmonic Field through head gestures

and a simple look. Furthermore, tilting the head can
be used to steer timbral aspects of the Harmonic Field
play.

Since it turned out to be of some difference to play
melodic figures that harmonize with the Harmonic
Field play, a further quantization is implemented to
the Tone Wall. The scale that is playable on the Tone
Wall is matched to the current harmonic base and the
punch height is quantized to this scale.

3.4 Discussion

As with all musical instruments, it is necessary to in-
vest a certain amount of practice to learn the intu-
ition and motoric sensitiveness for a confident expres-
sive play. The intuitive correspondence between ges-
tural and musical events, especially in the case of the
Tone Wall interface, turned out to be very supportive
for a steep training curve. Nonetheless, a few practical
issues have to be discussed.

The interaction with the Tone Wall is subject to a
motoric limitation; it is quite exhausting to create fast
pace melodies with a proper play over a long period
of time. Tracking latencies (ranging between 8–10 ms)
and sampling artifacts (interaction sample rate is 60
Hz with two interactors) also slightly interfere with the
play and the possible speed of interaction.

Because of the absence of any visual reference points,
it is at times difficult to meet the intended pitches.
A calibration, according to the size of the performer,
can lower this problem; his body can provide several
reference points.

For playing melodic intervals, the interactor has to
leave the wall, jump over the unwanted pitches, and
punch back into it. Moving the interactor within the
wall would trigger pitches in-between. Thus, melodic
intervals are always adherent with short pauses. A
legato articulation is not possible within this approach.
Therefore, an interactor speed dependency has to be
incorporated: a pitch is only played if the interac-
tor’s velocity is below a certain threshold. Pitches
can be skipped by faster movements even within the
wall. Since this raises the problem of creating fast
pace melodies, this mode has to be detachable, e.g.
by a button on the hand interactor.

The same approach could be useful to reduce the
wah-effect when playing a pitch. The punch always hits
the low dynamics area at the wall surface first, and the
loud dynamics afterward. Hence, each tone fades in,
even with fast punches that do only effect a more direct
tone attack. Although the interaction sampling rates
used lower this effect, a velocity dependent sampling
of the interactor would make the dynamic level more
accessible.
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However, all performative means of expression are
available and easy to perform—dynamics and empha-
sis, articulation, (de-)tuning, timbral and articula-
tional (glissando, triller etc.) effects.

For the Harmonic Field the composer is free to de-
fine any chords, assign them to any timbral instru-
mentation and figurative ornamentation, and combine
them by overlapping. He can actually define any com-
positional and timbral texture and it can be explored
freely by the player. The player, however, is fixed to
this predefined set, unable to create new chords and
textures interactively during the performance. Fur-
thermore, the three-dimensional space cannot be ex-
plored adequately using head-orientation alone, i.e.
looking at a harmonic area from a relatively fixed po-
sition, which allows only an exploration in 2D. The
player should be able to move freely in 3D space. This
raises conflicts with the Tone Wall metaphor. A pos-
sible solution is to position the Tone Wall always in
front of the player and reposition it when the player
moves through the Harmonic Field.

However, the combination of the Harmonic Field
with the Tone Wall interface open up a very large
musical bandwidth with more timbral freedom than
any traditional musical instrument can offer. The
three-dimensional setup of harmonic structures and
their density-dependent ornamentation textures are
also unique and provides an inspiring platform espe-
cially for performing contemporary music.

4 Conclusion, Future Work

In this paper we presented a gesture based approach to-
wards virtual musical instruments. We introduced the
conceptual basis, which is a novel interaction mecha-
nism developed for the interactive auditory exploration
of volumetric data sets. For their sonification we de-
vised the musical metaphors of the Tone Wall and the
Harmonic Field, and conceived their sonic behavior in
a way that the interaction with them produces musical
events and aesthetic structures, like tones, melodies,
timbre effects, chords, and textures. We discussed as-
sets and drawbacks of these metaphors and outlined
advancements.

3D interaction devices open up a multitude of new
possibilities for the design of computer-based instru-
ments. Their big potential lies in their intuitive as-
sociation with physical human gestures and musical
events, for which the interaction with virtual volume
data turned out to be the medium of choice. Future
work includes the development of further metaphors
and the integration of serial and generative concepts.
The volumetric interaction interface also opens up a
promising possibility for the conduction of music.

The musical volume representation concept is also
a novel view on musical structure and elements, en-
abling new compositional forms and means of expres-
sion. Here lies the biggest potential of new computer-
based instruments. It is unnecessary to imitate tradi-
tional instruments to create music that is performed
better with the real ones. If one wants to play a pi-
ano, violin, trombone etc. the real ones perform always
better. New instruments should not imitate them, but
stand for a confident self-reliance to open up new possi-
bilities for new music to constitute their right to exist.
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