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Figure 1: Scalar field on a space-time parameterization of a cylinder flow. All separating structures in space-time are described

by this field. The dark lines are 5 different path lines.

Abstract

Given an unsteady flow field, one common way to compute Lagrangian Coherent Structures (LCS) is to extract

extremal structures of the Finite Time Lyapunov Exponent (FTLE). Experience has shown that the resulting struc-

tures are often close to material structures (i.e., material lines or material surfaces). Moreover, it has been proven

that for an integration time converging to infinity, they converge to exact material structures. However, due to the

finite integration time in FTLE, they are generally not exact material structures.

In this paper we introduce a modification of the FTLE method which is guaranteed to produce separating material

structures as features of a scalar field. We achieve this by incorporating the complete available integration time

both in forward and backward direction, and by choosing an appropriate definition for separating structures. We

apply our method to a number of test data sets and show the differences to classical FTLE.

1. Introduction

Nowadays, flow visualization has to deal with highly com-

plex data sets. To manage this complexity, the extraction of

topological features has gained major interest in the visual-

ization community. However, approaches from vector field

topology do not apply well to unsteady vector fields because

the meaning of stream lines in time-dependent flows is lim-

ited. Here, the features are mainly related to the Lagrangian

viewpoint. This has lead to the concept of Lagrangian Coher-

ent Structures (LCS) which define regions of coherent flow

behavior. As the name implies, these structures are advected

in the flow. Thus, there is zero flux across these structures.

A common way to find LCS is to compute the Lyapunov

Exponent (LE) and find its ridges [Lia66]. The LE charac-

terizes the rate of separation of infinitesimally close trajec-

tories. While the LE is computed for infinite time, we have

to deal with data sets of finite time in practice. This has lead

to the notion of Finite Time Lyapunov Exponents (FTLE),

where the LE is computed over fixed time intervals [Hal01].

Also in this paper, we focus on finite-time data sets.

It has been shown, that the ridges of FTLE fields approxi-

mate LCS [Hal01]. However, FTLE ridges are not exact ma-

terial structures and therefore deviate from LCS, as we ana-

lyze in section 4 using a number of counterexamples.

In this paper, we develop a modification of the FTLE

method in order to find separating structures that are guaran-

teed material structures. Analogously to the FTLE method,

we compute a scalar field that describes LCS, which we call

Material Separation Field (MSF). Using this scalar field, we

introduce an appropriate definition for separating structures,
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which leads to material structures. We achieve the material

separation by incorporating all available time steps to com-

pute the scalar field. With our method, we have zero flux

across separating structures and path lines always have con-

stant MSF values. Therefore, separating structures found in

one time step can easily be integrated to other time steps.

The main contributions of this paper are:

• We analyze the fact that FTLE ridges are not exact mate-

rial structures and show the relevance of this problem on

different examples.

• We introduce a modification of the FTLE method which

is guaranteed to produce separating structures that are ma-

terial structures. Our MSF method is novel and produces

material structures that separate regions of coherent flow

behavior.

• We apply our method to three different test data sets and

discuss the differences to FTLE methods.

2. Related Work

The extraction and visualization of Lagrangian Coherent

Structures (LCS) has attracted scientists in CFD and vi-

sualization for almost a decade. One of the most promi-

nent approaches for this is the computation of ridge struc-

tures in FTLE fields, as introduced by Haller [Hal01,HY00].

FTLE ridges have been used for a variety of applica-

tions [LCM∗05, Hal02, SLP∗09, WPJ∗08]. Shadden et al.

[SLM05] have shown that ridges of FTLE are approximate

material structures, i.e., they converge to material struc-

tures for increasing integration times. This fact was used

in [SW10] to extract topology-like structures and in [LM10]

to accelerate the FTLE computation in 2D flows. Also in

the visualization community, different approaches have been

proposed to increase performance, accuracy and usefulness

of FTLE as a visualization tool [SP09, GLT∗09, GGTH07,

SP07,SRP11,KPH∗09]. Surveys on different flow visualiza-

tion methods can be found in [PVH∗03, LHZP07].

A crucial part of FTLE ridge extraction is the choice

of a suitable ridge definition. Ridge definition and extrac-

tion is an active field of research in computer vision, com-

puter graphics, and visualization. A variety of ridge def-

initions has been proposed in the literature. We mention

local conditions obtained by relaxing conditions of ex-

tremal structures [EGM∗94, Lin98], topological/watershed

approaches [SWTH07], second derivative ridges [LM10] or

definitions based in extremal curvature structures [OBS04].

[PS08, STS10] focus on the extraction of ridge surfaces in

3D fields. None of the ridge definitions mentioned above

is sufficient to guarantee material separation for MSF. Be-

cause of this we will introduce another definition of separat-

ing structures based on the level sets of the MSF (see sec-

tion 5.4). This can be regarded as a special case of the path-

line predicates approach [SGSM08] which applies a boolean

function to each pathline and separates the data set into two

set of pathlines.
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Figure 2: (a) The stream line integration of p̄ starting from

(x0, t0) over the integration time T ends at (φ(x0, t0,T), t0 +
T ). (b) Example of domains of a 2D flow: D is rectangular,

D̄ is a (volumetric) box, δD̄ is the surface of the box, δD̄in

denotes regions of inflow, δD̄out denotes regions of outflow.

3. Notation

In this section, we want to characterize our input data and

clear the notation used throughout this paper.

Given is an n-dimensional (n = 2,3) time dependent vec-

tor field v(x, t) over the space-time domain D̄ = D× [ts, te]
where D ⊂ IRn is a compact and closed set acting as the spa-

tial domain of v and [ts, te] is the time interval on which v is

given. Furthermore, let δD be the boundary of D. Then the

boundary of the space-time domain is

δD̄ = D×{ts, te} ∪ δD× [ts, te]. (1)

We use the notation λi(M) and ei(M) for the i-th eigen-

value and corresponding eigenvector of a matrix M, and

λmax(M) for its maximal eigenvalue. Furthermore, let M∗

be the transposed of M.

The flow map φT
t (x)= φ(x, t,T) of v is defined as the loca-

tion of a particle seeded at (x, t) after a path line integration

of v over a time interval T . Given the spatial gradient

∆ = ∆(x, t,T) =
dφ(x, t,T)

dx
(2)

of φ, the FTLE is computed as follows:

FTLE(x, t,T) =
1

T
ln
√

λmax(∆∗ ·∆) (3)

In order to simplify some concepts, we can interpret the

n-dimensional unsteady vector field v as a steady (n+ 1)-
dimensional vector field

p̄(x, t) =

(

v(x, t)
1

)

. (4)

(The bar denotes that p̄ is a (n + 1)-dimensional vector

field in D̄.) It is known that path lines of v correspond to

stream lines of p̄ [TWHS05]. For p̄ we define the (n+ 1)-
dimensional flow map

φ̄(x, t,T) = (φ(x, t,T) , t +T ) (5)

Figure 2a gives an illustration for n = 2.
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The field p̄ segments the boundary of the space-time do-
main δD̄ into areas of inflow and outflow:

δD̄in = {(x, t) ∈ δD̄ : ∃ ε0 > 0 ∀ε ∈ (0,ε0) : (x, t)+ εp̄(x, t) ∈ D̄}

δD̄out = {(x, t) ∈ δD̄ : ∃ ε0 > 0 ∀ε ∈ (0,ε0) : (x, t)+ εp̄(x, t) /∈ D̄}

Obviously, D×{ts}⊆ δD̄in and D×{te}⊆ δD̄out . Figure 2b

gives an illustration.

4. FTLE Ridges are not Material Lines

Experience has shown that ridges of FTLE coincide in many

cases well with material structures. However, in general they

are not exact material structures, no matter which ridge def-

inition of a scalar field we use. Unless very long integration

times are used, FTLE ridges can deviate considerably from

material structures. To show this, we now present three ex-

amples where the FTLE ridges significantly differ from ma-

terial structures. We start with two synthetic data sets, before

we analyze the flow in a real data set.

4.1. Vanishing Ridges

Let (x0, t0) ∈ D̄ be a point on a ridge of FTLE(x, t,T).
There is only a certain part of D̄ which has influence on

FTLE(x0, t0,T ): only the domain D× [t0 − T, t0 + T ] is in-

volved. If the ridge is a material structure, then the complete

path line φ(x0, t0,T) for any T must be on the ridge. We con-

struct a simple counterexample where this is not the case. We

define a flow field w as

w(x, t) =







v(x, t) for t0 −T ≤ t < t0 +T
t0+T+ε−t

ε
v(x, t0 +T) for t0 +T ≤ t < t0 +T + ε

0 for t0 +T + ε ≤ t < t0 + 3T + ε

Note that w is obtained by a linear blending of an arbi-

trary vector field v and the zero vector field 0 in the time in-

terval [t0 +T, t0 +T + ε] for a certain positive blending time

ε. Then (x0, t0) is an extremal point of the FTLE of w as

well since v and w coincide in a sufficiently large neigh-

borhood of (x0, t0). Let φ̄w be the flow map of w and let

(x1, t1) = φ̄w(x0, t0,2T + ε) be a point on the path line of

w starting from (x0, t0). Since w(x, t) = 0 in a sufficiently

large neighborhood of (x1, t1), no measure will detect it as

part of a ridge. Hence, the ridge from w cannot include the

path line starting from (x0, t0). Figure 3 gives an illustration.

Over time, the FTLE values on the path line decrease, until

they reach zero at t = 2T + ε. Therefore, the FTLE ridge

terminates before the path line leaves D̄. In contrast, our

method produces separating structures that include the full

path lines.

4.2. Cylinder Flow

For the cylinder flow dataset (described in section 6.2), we

computed the cross flux at some of its FTLE ridges. We se-

lected a few local maxima of FTLE and extracted the associ-

ated height ridges using the parallel vectors method [PS08].
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Figure 3: Construction of a field w such that (x0, t0) is on

a ridge but (x1, t1) is not. Hence the ridge is not a material

structure.

Figure 4: FTLE field of the cylinder data set. The black lines

indicate the ridges that we analyzed for cross flux.

The FTLE field and the selected ridges are shown in fig-

ure 4. We use the common heat map technique discussed in

section 5.3 for the visualization of the fields. For the FTLE

computation we used backward integration of T = 80, where

the data set has a total time span of 480. As we found the

ridges to be distinct and clearly visible, we assume that T is

long enough.

At a set of sample points per height ridge the flux per unit

length was then computed by taking the velocity component

orthogonal to the height ridge and subtracting the speed of

the moving ridge in this orthogonal direction. The motion

of the ridge was estimated by extracting height ridges from

FTLE fields computed at a few earlier and later points in

time (and verifying independence of the temporal sampling

rate). Following Shadden et al. [SLM05], we divided this

flux rate by the local velocity magnitude. This results in the

percentages plotted in figure 5, which show relatively high

values for the cross flux, ranging from -40 to over 10 percent.

In figure 6 we extracted particles on one ridge and integrated

them in the vector field for T = 32 and T =−32. The figure

shows that the particles clearly deviate from the ridge and

therefore cross it.

By applying this flux computation also to the “double

gyre” field (see section 6.1), we were able to confirm Shad-

den’s value of about 0.05% for the (rather long) integration
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Figure 5: Percentage of the flux crossing the five ridges from

figure 4, plotted against ridge arc length.

(a)
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Figure 6: Flux across FTLE ridges: the black line consists

of particles integrated in the vector field, at (a) T =−32, (b)

T = 0 and (c) T = 32.

time T = 30, while for T = 3 we obtained similar cross flux

percentages as for the cylinder flow example.

5. Material Separation Fields

We now describe our method, which produces separating

material structures. The key idea is to define a modification

of FTLE fields called “Material Separation Fields” (MSF)

such that every point on a path line has the same MSF value,

i.e.,

MSF(x, t) = MSF(φ(x, t,T), t +T ) (6)

t
te

ts x

t
te

ts x

t
te

ts x

(a) (b) (c)

Figure 7: Three parameterizations of the path lines of a 1D

time-dependent vector field: (a) P̄ts; (b) P̄te; (c) P̄t with ts <
t < te. The green lines are the parameterizations: integrating

from them covers the whole domain.

for any integration time T which does not leave D̄. Once

we have this, an arbitrary point on a path line can serve as

representative for computing MSF, and the MSF for all other

points on the path line can simply be obtained by advection

along p̄.

5.1. Parameterization of Path Lines

Since we need only one point per path line as representative,

we search for subsets P̄ of D̄ with the property that every

stream line of p̄ intersects P̄ in exactly one point. Then the

MSF only has to be computed on P̄ and from there simply

be advected to every location of D̄. We call the definition of

P̄ the parameterization of path lines.

Parameterization is a well-studied concept for curves and
surfaces, meaning to find an injective map from a subset of

IR2/IR3 to a curve/surface. This map allows a unique ad-
dressing of every curve/surface point. Fortunately, for path
lines there is a simple solution for the parameterization.
Since the last component of p̄ is 1, it is guaranteed that the
integration of p̄ starting from any point (x, t) ∈ D̄ will leave
D̄ in a unique point on δD̄ for both forward and backward
direction. This gives two simple solutions: both δD̄in and
δD̄out can act as the domain of the path line parameteriza-
tion. Based on this we can even define a parameterization
which is based on an arbitrary time slice t = const as

P̄t = {D×{t}} ∪ {(x,s) ∈ δD̄in|s > t} ∪ {(x,s) ∈ δD̄out |s < t}.
(7)

(7) has the special cases P̄ts = δD̄in and P̄te = δD̄out . Figure 7

illustrates the path line parameterization of a 1D vector field

u(x, t) for which we consider the 2D path line field p̄(x, t) =
(u(x, t),1)T . Figure 1 shows a parameterization in a practical

example.

5.2. Defining MSF

Given a point (x, t) ∈ D̄, we integrate p̄ until we leave D̄ in a

point (xout , tout) under forward and (xin, tin) under backward

integration (in the implementation we also stop if one of the

particles needed for the gradient computation leaves D̄):

(xin, tin) = φ̄(x, t, tin− t) (8)

(xout , tout) = φ̄(x, t, tout − t)
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Figure 8: (a) Integrating p̄ from (x, t) leaves D̄ in (xin, tin)
and (xout , tout). (b) Separating structures of MSF on δD̄in

and δD̄out are connected by path lines.

with (xin, tin) ∈ δD̄in and (xout , tout) ∈ δD̄out . Note that ts ≤
tin ≤ tout ≤ te. Figure 8a gives an illustration.

In order to compute MSF(x, t), we consider the whole

path line from (xin, tin) to (xout , tout). We define

∆M(x, t) = ∆(xin, tin, tout − tin) (9)

= (∆(x, t, tin− t))−1 ·∆(x, t, tout − t).

Therefore, ∆M(x, t) expresses the gradient of the flow map

from tin to tout at point (xin, tin). Note that ∆M(x, t) =
∆M(φ(x, t,T), t +T ) for any T with tin ≤ t +T ≤ tout , mean-

ing ∆M stays constant along a given path line.

Now we can compute the forward MSF as

µi =
1

tout − tin
ln
√

λi((∆M)∗ ·∆M) (10)

and
MSF f = max

i=1..n
µi. (11)

In a similar way we can define the backward MSF:

νi =
1

tout − tin
ln

√

λi((∆M
−1)∗ ·∆M

−1) (12)

and
MSFb = min

i=1..n
νi. (13)

There is a simple relation between µi and νi:

{µi, ...,µn} = {−ν1, ...,−νn}. (14)

Therefore, MSF f = −MSFb. Because of this equivalence,

we only use the forward MSF in the rest of this paper.

As can be seen from equations 10 and 11, the MSF is

computed in a similar way to the FTLE (compare to equa-

tion 3). The FTLE uses a fixed integration time T . In con-

trast, we incorporate all available time steps from tin to tout .

This means, that the forward and backward integration times

can differ for different points. However, their sum always

equals tout − tin. Because ∆M is constant along a given path

line, the MSF is also constant along that path line.

Given the parameterization of path lines as described in

section 5.1, we now have a simple and efficient way to com-

pute the MSF for all points (x, t)∈ D̄. We only need to com-

pute the MSF on any parameterization P̄t . The MSF values

for other points (x, t) can then be found by looking up the in-

tersection of the corresponding path line with P̄t . Therefore,

the MSF of D̄ can be regarded as a time-morph of the MSF

of P̄t along the vector field.

5.3. Time Period of Interest

Another consequence of constant MSF values along path

lines is that our results represent mixtures of structures from

forward and backward integration (called unstable and stable

manifolds in [SLM05]). Both types of structures can cross

and overlap each other. Such crossings are well illustrated in

figure 9a and 11. The corresponding data sets are described

in section 6. While this effect results from the material sep-

aration property, we still need a way to distinguish unstable

and stable manifolds for practical use. We also would like

to incorporate a way to analyze short term behavior that is

decoupled from the temporal extent of the data set.

In order to address these issues, we provide an optional

visualization technique. Commonly, heat maps are used for

the visualization of FTLE fields. In this paper, we normal-

ized the field values and mapped them to the color range

shown figure 10a. For an alternative visualization, we intro-

duce a time period of interest (POI) which represents a cer-

tain timeframe the user is interested in. The user provides

three time stamps:

• tc: defines the current time frame, where the MSF should

be computed,

• t
poi
s : defines the start of the POI,

• t
poi
e : defines the end of the POI,

where t
poi
s ≤ tc ≤ t

poi
e . In addition to the gradient of the

flow map for the whole domain (∆M , see section 5.2), we

similarly compute the gradient ∆poi for the domain D ×

[t poi
s , t poi

e ], which is restricted by the POI. Using this gradi-

ent, we compute the MSF for the POI:

MSFpoi = max
i=1..n

1

tout − tin
ln

√

λi((∆poi)∗ ·∆poi). (15)

Finally, we compute the value σ = MSF/MSFpoi, which

describes the portion of separation that exists within the POI.

Note that we need the term tout − tin (instead of t
poi
e − t

poi
s ) in

equation 15 in order to put these two quantities in relation.

For the alternative visualization, we map MSF values to

pixel intensity and σ to the saturation of red (see figure 10b).

Therefore, structures with strong separating behavior within

the POI appear red, while structures with separation outside

the POI appear gray and desaturated. This way, we can high-

light stable manifolds using t
poi
s = tin and t

poi
e = tc, as can be

seen in figure 9b. Analogously, unstable manifolds are high-

lighted by setting t
poi
s = tc and t

poi
e = tout (see figure 9c).

Short term structures can also be emphasized by using dif-

ferent values for t
poi
s and t

poi
e , that are near tc (see figure 9d).

In the context of MSF, the drawback of this visualization
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Figure 9: Time periods of interest for the MSF at t = 240: (a)

heat map for t = 240, (b) tpoi = [0,240], (c) tpoi = [240,480],
(d) tpoi = [120,240]

0 1 0

1

MSF

1

σFigure 10: Color scheme

technique is that color values do not represent material struc-

tures anymore. Nevertheless, we regard this technique as a

compromise, because material structures can still be recog-

nized from the intensity values.

The field values are normalized and mapped to the color

range shown figure 10.

5.4. Appropriate Separating Structures

The fact that the MSF is constant along path lines does not

guarantee material separation yet. In addition, we have to use

an appropriate extraction of separating structures. However,

all ridge definitions we are aware of fail to extract material

structures as ridges. We propose a simple definition of MSF

separating structures which guarantees material separation.

Instead of a central ridge line, we regard level sets of the

MSF as separating structures, that is

sc(t) = {x : MSF(x, t) = k}, (16)

where k is a user defined constant. Per default, we choose k

such that

f (k) =
number o f saddle points inside sc(t)

√

area enclosed by sc(t)
(17)

is maximal. This formulation is motivated by the observation

that in the discrete setting ridges are composed of a sequence

of alternating saddles and maxima. Therefore, these level

sets surround MSF maxima tightly and enclose regions with

ridge-like behavior. Because high MSF values mark separat-

ing flow behavior, the level sets represent volumetric regions

(instead of lines) that separate different flow behavior. Note

that a similar view point has been taken in the field of vortex

extraction, where both line structures (vortex core lines) and

volumetric regions are well excepted approaches for vortex

characterization. In a similar way, we propose a region ap-

proach for the separating structures. In the context of steady-

state flow, the approach of representing separation behavior

with regions was also described in [CMLZ08].

Because MSF values are constant along path lines and

level sets define the subspaces of points with constant MSF

values, the level sets stay on path lines. Therefore, our sepa-

rating structures are material structures.

Alternatively, we could consider the regions inside the

level sets sr(t) = {x : MSF(x, t)> k} as separating struc-

tures. Again, these regions stay on path lines and are de-

formed by the vector field. Computing them can be done by

a simple thresholding of the MSF.

Given a suitable threshold k, our separating structures

tightly enclose the ridges of the MSF. Therefore, they de-

scribe ridge-like regions, in which the flow is mostly par-

allel to the enclosed ridge. Still, our separating structures

are elongated like ridges and separate the flow on both sides

of the structure. Our formulation of separating structures as

volumetric regions represents an alternative to the notion of

ridges that represents flow separation, but also leads to mate-

rial structures as well as the segmentation of ridge-like flow

behavior.

Our definition of separating structures means that they are

connected by path lines. In particular, this holds for sepa-

rating structures on δD̄in and δD̄out (see figure 8b). Thus, if

we are interested in the separating structures of D̄, we only

need to compute the separating structures on any parameter-

ization P̄t (like δD̄in or δD̄out ) and advect them in the vector

field like material structures. The parameterization and con-

stant MSF of the path lines guarantees that all separating

structures are found.

6. Examples

We implemented and tested the MSF method on a 3.2 GHz

four core PC. All data sets were sampled on a regular 3D

grid representing space-time. We used a fourth-order Runge-

Kutta scheme and trilinear interpolation for the integration

of path lines. The integration was carried out on the GPU

(GeForce GTX 260) using CUDA. We computed the gra-

dient of the flow map using finite differencing of neighbor-

ing particles as described in [SLM05]. The computation time
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(a)

(b)

Figure 11: Double Gyre example: (a) MSF, (b) MSF separating structures. The black and red crosses show particles advected

by the flow.

mainly depends on the number of output pixels and the in-

tegration steps for each path line. Therefore, it also depends

on the total time span of the data set. Corresponding to other

FTLE visualization papers, we mapped the scalar field val-

ues to color hue, where blue means low value and red means

high value. In the following, we present our results using

three examples.

6.1. Double Gyre

Our next example is the double gyre data set, which was

introduced in [SLM05]. It is computed using the following

functions:

f (x,y, t) = a(t)x2 +b(t)x (18)

a(t) = ε sin(ωt)

b(t) = 1− 2ε sin(ωt)

The vector field at point (x,y) at time t is given by:

u = −π A sin(π f (x)) cos(πy) (19)

v = π A cos(π f (x)) sin(πy)
d f

dx

The domain for this data set is D = [0,2]× [0,1]. We used

the parameters A = 0.1,ω = 2π
10 and ε = 0.25.

First, we consider the time span t = [0,10], consisting

of one full period of the double gyre motion. We sampled

space-time with a 200× 100× 100 grid. Figure 11a shows

the resulting MSF at different points in time. Figure 11b

shows the corresponding separating structures. The thresh-

old k of the level set is determined by the maximum of f (k)
displayed in figure 13a. We refer to the accompanying video

for an animation of the full sequence. The computation time

for one picture was approximately 15 seconds. The black

and red crosses mark particles that are seeded by hand and

Figure 12: Double period of the double gyre (t=[0,20]) at

t=10. The more periods are considered, the more the sepa-

rating structures cross.
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Figure 13: Plot of f (k) (equation 17) against k: (a) double

gyre with a maximum of f (k) at a MSF value of k = 0.06,

(b) cylinder with a maximum of f (k) at k = 0.046.

advected in the flow. Note that they do not cross the separat-

ing structures at any time. This confirms our statement that

MSF separating structures are indeed material structures.

Both separating structures from forward and backward in-

tegration are visible. At t = 0 only structures from forward

integration are extracted. As t grows, separating structures

from backward integration develop and cross the forward

c© 2011 The Author(s)
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structures. Particles at these crossings flow into both saddle

regions on the top edge under forward integration and on the

bottom edge under backward integration. If we enlarge the

time span of the data sets, the separating structures become

more complex and cross each other more often. Figure 12

shows an MSF of the double gyre data set with two periods.

6.2. Cylinder Flow

In the third example, we analyzed a data set of a flow around

a circular cylinder that was simulated on an irregular grid.

This grid was uniformly resampled onto a regular grid with

dimension 560× 160× 61. The time span of the data set is

t = [0,480].

Figure 15a shows the MSF of four time steps. The accom-

panying video includes an animation of the full sequence.

The computation time was approximately 40 seconds per

picture. The corresponding structures in figure 15b clearly

separate regions of different flow behavior. The threshold k

of the level set is determined by the maximum of f (k) dis-

played in figure 13b. Again, the black and red crosses mark

the position of five particles that are advected in the flow. In

contrast to the FTLE ridges in figure 4, the particles do not

cross the separating structures and stay on them.

In figure 14, we show different path line parameteriza-

tions. The MSF on the inflow boundary δD̄in and outflow

boundary δD̄in is shown in figure 14a and 14c. Note that

the shape of these boundaries is particularly simple in this

data set, because throughout the time span, the left and right

boundaries have only inflow and outflow components, re-

spectively. In figure 14c we build a parameterization P̄t based

on the time slice t = 240 and completing it with the appro-

priate parts of δD̄in and δD̄out to get a complete path line

parameterization, as described in section 5.1. All three pa-

rameterizations are crossed by all path lines in the domain.

Five of them are shown in figure 14. Note that they cross sep-

arating structures in all parameterizations. Therefore, they

are material structures.

7. Discussion

We have analyzed that, in general, FTLE ridges are not ma-

terial structures. At first sight, this is a contradiction to the

results of Shadden et al. [SLM05], who found FTLE ridges

to approximate material structures well. Shadden et al. also

have shown that for T → ∞ FTLE ridges become exact

material lines, which on the other hand becomes equivalent

to the infinite-time LE. In fact, our results for the double

gyre with rather long integration time confirm the results of

Shadden et al. However, for shorter integration times, the ap-

proximation error of FTLE becomes larger. In practice, we

have to face the fact that we have data sets of limited time

spans. Because FTLE is computed using constant integra-

tion times, FTLE methods rely on relatively short integra-

tion times in practical applications. With the cylinder data

(a)

(b)

(c)

Figure 14: MSF on parameterization subdomains of cylin-

der flow: (a) δD̄in, (b) P̄t based time slice t = 240, (c) δD̄out .

The dark lines are 5 different path lines.

set we have shown that in such cases the approximation er-

ror can become substantial and the flux across FTLE ridges

cannot be ignored. In contrast, we have shown that particles

advected in the flow stay on separating structures of the MSF

and these have zero cross flux. In conclusion, we agree with

the result of Shadden et al. However, we found that the error

for shorter integration times can become more substantial in

practice.

Our method represents a modification of the FTLE

method. While FTLE analyzes flow separation over a given

time span, the MSF method incorporates the whole tempo-

ral extent of the data set and extracts true material structures

as separating structures. Since at any time step t, the MSF

is computed both from forward and backward integration of

path lines, our results contain mixtures of unstable and stable

manifolds. In section 5.3 we have presented an optional visu-

alization technique to still differentiate between these struc-

tures. At the initial time steps, the separating structures from

forward integration are dominant. Over the course of time,

these structures compress and corresponding particles con-

verge to the boundary. At the initial time steps, the particles

on separating structures from backward integration are very
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t = 120

t = 240

t = 360

t = 480(a) (b)

Figure 15: Flow around a circular cylinder: (a) MSF, (b) MSF separating structures. The black and red crosses show particles

advected by the flow.

close to the boundary. In subsequent time steps they diverge

from the boundary while the structures expand.

An advantage of our method is that the topology of the

MSF is preserved over time. Hence, MSF separating struc-

tures consistently bound regions of coherent flow behavior

throughout time. In contrast, FTLE values on a given path

line are not constant. Thus, the topology of FTLE fields and

ridges vary over time. Furthermore, for divergence-free vec-

tor fields the volume of MSF separating structures is invari-

ant. The double gyre example (figure 11b) demonstrates this

behavior.

With our method, the MSF value of any point (x, t) in D̄

can be found by computing the MSF values of a parameter-

ization P̄ as introduced in section 5.1 in preprocess and in-

tegrating a particle from (x, t) to P̄. This technique could be

used for the rapid computation of MSF, which could serve

for real-time exploration applications. However, the MSF

values of P̄ are computed at discrete samples. This can lead

to artifacts caused by the insufficient resolution of computed

MSF values. For instance, the folding of separating struc-

tures at the border of the double gyre example is hidden by

a limited resolution of the sampled MSF.

8. Conclusion

We presented a novel technique called MSF based on a mod-

ification of the FTLE method. The main advantage of MSF

separating structures over FTLE ridges is that they are ma-

terial structures. Therefore, MSF values are constant along

path lines. With MSF we can compute exact LCS of un-

steady vector fields with finite time. We introduced a param-

eterization of path lines. Based on this parameterization and

the invariance of MSF on path lines, we introduced a simple

way to compute MSF values at every point in space-time.

We proposed a definition for MSF separating structures that

yields material structures. Hence, they consistently bound

regions of coherent flow and have invariant topology.

For future work, we plan to build an interactive MSF ex-

ploration tool that computes the MSF in real time. In this

context, we have to address the issue of the possibly insuf-

ficient sampling of P̄. One way to solve this problem could

be adaptive sampling of MSF. Another way would involve

MSF on multiple parameterizations based on different time

slices that reduce sampling artifacts. Our concept of MSF is

not restricted to 2D data sets. In the future, we also want to

cover the 3D case and apply our method to 3D data sets.
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