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ABSTRACT

We present a technique to visualize global uncertainty in stationary
3D vector fields by a topological approach. We start from an exist-
ing approach for 2D uncertain vector field topology and extend this
into 3D space. For this a number of conceptional and technical chal-
lenges in performance and visual representation arise. In order to
solve them, we develop an acceleration for finding sink and source
distributions. Having these distributions we use overlaps of their
corresponding volumes to find separating structures and saddles.
As part of the approach, we introduce uncertain saddle and bound-
ary switch connectors and provide algorithms to extract them. For
the visual representation, we use multiple direct volume renderings.
We test our method on a number of synthetic and real data sets.

Keywords: Uncertainty Visualization, Vector Field Data,
Topology-based Techniques

1 INTRODUCTION

An appropriate visual representation of uncertainty is still one of
the main challenges in visualization [15]. Although a variety of ap-
proaches has been developed to represent uncertainty for different
data classes, the problem is especially challenging for flow data.
For this, uncertainty is a global phenomenon: along with other
quantities, the uncertainty is transported within the flow [22].

Different approaches exist to visualize the uncertainty of vector
fields in a local context. In contrast, [22] explains the necessity to
treat uncertainty of vector fields in a global context and presents an
approach for 2D fields by defining and extracting uncertain vector
field topology.

However, flow data is often obtained from simulations in 3D
space. In order to analyze the effect of uncertainty (e.g., resulting
from different parameter settings in the simulation), appropriate vi-
sualizations are necessary that take the uncertainty and its global
transport into account. This paper presents the first approach to
visualize the global uncertainty of 3D vector fields. For this, we
extend the concepts of 2D uncertain topology to 3D fields. While
some concepts of 2D uncertain topology can be easily extended to
3D, a number of conceptional and technical challenges have to be
solved in order to establish uncertain topology as a visualization ap-
proach for 3D flow data. Their solutions are the main contributions
of this paper:

• Performance of finding the uncertain segmentation: the 2D
approach [22] was based on a Monte Carlo particle integra-
tion. A straightforward extension to 3D leads to unaccept-
able computing times, because a higher number of particles is
needed. To solve this, we introduce a new preprocess as well
as an efficient CUDA implementation.

• Performance and accuracy of finding critical points: to im-
prove the accuracy and performance we approximate optimal
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step sizes for the Monte Carlo integration in a preprocess.

• Stream line integration: we introduce a modification of the
uncertain stream line integration from [22] which makes the
integration more accurate with respect to varying integration
step sizes.

• New uncertain topological features for 3D fields: while many
concepts (e.g., critical points) have a straightforward exten-
sion from 2D to 3D, there are 3D topological features which
do not exist in 2D. In particular, we introduce the concept
of uncertain saddle connectors as well as uncertain boundary
switch connectors and provide algorithms to extract and visu-
alize them.

• Finding saddles: finding saddles in 2D uncertain fields is done
by a Monte Carlo integration of an appropriate derived field.
For the 3D case we can rely on a simpler extraction based on
the found sources and sinks.

• Visual representation: for 2D vector fields the uncertain topo-
logical skeleton consists of a number of 2D scalar fields; for
their visualization a number of standard methods are avail-
able (in [22] height surfaces where chosen). In 3D, the data to
be visualized are a multitude of partially overlapping volume
data sets (where the overlapping parts are particularly interest-
ing). For the visual representation we use volume renderings
for the distributions and the uncertain inflow/outflow regions.

Input data: the input of our approach are multiple 3D steady vec-
tor fields, i.e., a collection of N 3D vector fields describing different
simulations or measurements of a 3D flow. Each of the fields de-
scribes a simulation/measurement of the same flow phenomenon
including certain errors and uncertainties. In this paper, we do not
analyze the source of the errors but focus on the impact of the in-
duced uncertainty. See [23] for a classification of different sources
of uncertainty.

2 RELATED WORK

Incorporating uncertainty into visualization is a well-researched but
still challenging problem. Here we restrict our treatment of related
work to uncertainty visualization in flow visualization. Glyph based
approaches are presented in [17, 36]. A reaction-diffusion model to
describe uncertainty is presented in [28]. Texture based flow visu-
alization methods incorporating uncertainty can be found in [3, 4].
[37] describes an approach to uncertainty visualization in bidirec-
tional vector fields. All approaches mentioned above have in com-
mon that they focus on 2D data and that they treat uncertainty as
local phenomenon. A first approach to visualize the global impact
of uncertainty in flow fields was given in [22] by extending topo-
logical concepts to uncertain flow data.

A class of approaches related to ours is the extraction of La-
grangian Coherent structures in flows because also there the trans-
port of particles over a certain time is considered to find coherent
structures. Based on this, [10] describes an approach to analyze
the reliability of flow predictions. Contrary to our work, the input
there are ”hard” flow fields, i.e., there is a well-defined and unique
velocity vector at each location in space-time.



In DT-MRI visualization, probabilistic fiber tracking has been
proposed [19, 30] which relates to our approach but works on dif-
ferent data classes.

Vector field topology – transition from 2D to 3D

Topological methods are a standard tool for visualizing 2D vector
fields. Starting with [12], a significant amount of research has been
done in the field [26, 16].

For 3D fields, most topological structures are well-known and
straightforward extensions from 2D [2, 5, 24]. Hence, immediately
after the introduction of 2D topological methods, 3D methods have
been proposed as visualization approaches [13, 9]. However, differ-
ent technical, perceptional and theoretical reasons [32] hindered 3D
topological methods from being as common as visualization tool
as 2D methods. In fact, they were restricted to data sets with a
rather low topological complexity [13, 9, 18]. A number of techni-
cal [14, 8, 29, 33] and conceptional [20, 21, 31, 34] improvements
were necessary to make 3D topological methods applicable as stan-
dard tools.

In addition, further developments based on topological methods
exist [27, 35]. Also, there are approaches to extend topological
methods to unsteady vector fields which is out of the scope of this
paper.

3 UNCERTAIN VECTOR FIELDS

This section develops the concept of 3D uncertain vector fields and
their topology. The theoretical concepts of 2D uncertain vector
fields [22] translate straightforward to the 3D case. We first review
and extend the relevant concepts to 3D.

3.1 Theoretical framework

This section is a direct extension of the 2D uncertainty concepts in
[22] to 3D.

A certain 3D vector field assigns a 3D vector (u,v,w)T to every

location (x,y,z)T . For an uncertain vector field, every location is
assigned a 3D probability distribution function. This leads us to the
definition:

Definition 1. A stationary 3D uncertain vector field over the do-
main D is a 6D scalar field ρv(x,y,z ;u,v,w) with

• (x,y,z)T ∈ D and (u,v,w)T ∈ R
3

• ρv(x,y,z;u,v,w) ≥ 0

•

∫ ∞
−∞

∫ ∞
−∞

∫ ∞
−∞ ρv(x,y,z ;u,v,w) du dv dw = 1 for all (x,y,z)∈D.

The value ρv(x,y,z ; u,v,w) du dv dw denotes the probability that
at the location (x,y,z) the vector field has some value in the range
[u,u+du]× [v,v+dv]× [w,w+dw].

A particle seeded in some position (xi,yi,zi) ∈ D moves along
a vector that is randomly chosen by evaluating ρv(xi,yi,zi ;u,v,w).
This means that it does not make sense to integrate particular parti-
cles in the flow. Instead, 3D particle density distribution functions
are integrated which are defined as follows:

Definition 2. A 3D particle density function over the domain D is a
3D time-dependent scalar field p(x,y,z; t) with (x,y,z)∈ D, t ∈ R

+

and

• p(x,y,z; t) ≥ 0 for all (x,y,z) ∈ D and t ≥ 0

•

∫ ∫ ∫

D p(x,y,z; t) dx dy dz ≤ 1 for all t ≥ 0.
(we use ≤ instead of = because particles can leave the do-
main)

The value p(x,y,z; t) dx dy dz defines the ratio of particles in
[u,u+du]× [v,v+dv]× [w,w+dw] in relation to the initial number
of particles in D at t = 0.

For the integration of a whole 3D uncertain vector field ρv we

consider the infinite domain D = R
3 to avoid boundary effects. The

particle density functions are represented by virtual sampling parti-
cles without inertia which are non-deterministically transported by
the uncertain vector field. We consider a time interval ∆t that is
short enough that the movement of a particle can be approximated
by a straight line. We also assume that ∆t corresponds to the distri-
bution in ρv, i.e., that the vector field describes the probability of a
particle to reach another location in time ∆t. The handling of other
time steps is described in section 3.4.

After one integration step the number of particles in the in-
finitesimal volume dx dy dz at some location (x,y,z) is the sum
of the number of particles in cells di dj dk at all locations (i, j,k)
times the probabilities that they are transported from (i, j,k) to
(x,y,z) in the time interval ∆t. The probabilities are given by

ρv(i, j,k; x−i
∆t , y− j

∆t , z−k
∆t )d( x−i

∆t ) d( y− j
∆t ) d( z−k

∆t ). After the division
by the cell volumes we get dx dy dz = di dj dk. The following
equation expresses the transport of particle densities:

p(x,y,z; t +∆t)

=

∫ ∫ ∫

D
p(i, j,k; t)ρv(i, j,k; x−i

∆t
, y− j

∆t
, z−k

∆t
)d( x−i

∆t
) d( y− j

∆t
) d( z−k

∆t
)

= 1

∆t3

∫ ∫ ∫

D
p(i, j,k; t)ρv(i, j,k; x−i

∆t
, y− j

∆t
, z−k

∆t
) di dj dk. (1)

With this equation we can define uncertain stream lines as follows:

Definition 3. A stream line of a 3D uncertain vector field started
at the initial particle density function p0(x,y,z) is a time-dependent
particle density function p(x,y,z; t) with p(x,y,z; t0) = p0(x,y,z).
The evolution over the time of this particle density function is de-
scribed by Equation 1.

Definition 3 defines a forward integration of p in
ρv(x,y,z; u,v,w). A backward integration can be achieved by
a forward integration of p in ρv(x,y,z; −u,−v,−w). It also
defines the uniqueness of streamlines that start at the same initial
particle density function p0(x,y,z). Definition 2 guarantees that
∫∫∫

D p(x,y,z; t +∆t) dx dy dz = 1 for all positive ∆t if D = R
3.

With the concept of stream lines of 3D uncertain vector fields
we can now define the uncertain counterparts of critical points.
For this we observe the stream line integration from every loca-
tion (i, j,k) (with initial particle density functions p(x,y,z; t0) =
δ (x− i,y− j,z− k)) and their asymptotic behavior for t → ∞. The
stream lines leave the domain or converge to critical point distribu-
tion functions:

Definition 4. A particle density function p0(x,y,z) is a critical dis-

tribution of ρv if
∂ p

∂ t
= 0 holds for a stream line integration started

at p(x,y,z; t0).

Note that also any linear combination of n given critical dis-
tributions p1(x,y,z), . . . , pn(x,y,z) of ρv is a critical distribution
of ρv as well: ∑n

i=1 αi pi(x,y,z) is a critical distribution for any
0 ≤ α1, . . . ,αn ≤ 1 and ∑n

i=1 αi ≤ 1.

From this it follows that critical distributions are not isolated, but
build a continuum of critical distributions which follows directly
from definition 3. For a topological analysis we have to find a finite
set of linear independent critical distributions, so that every criti-
cal distribution is expressed by a linear combination of them. We
can classify the type of critical distribution by the behavior under
different integration directions:



(a) (b)

Figure 1: Example field (2): (a) critical points and illuminated stream
lines of vavg from section 3.2. Sources are displayed by red ellip-
soids, sinks by blue elipsoids, repelling saddles by red cylinders, and
attracting saddles by blue cylinders (b) sink (blue) and source (red)
distributions of ρv, represented as volume rendering, including inflow
and outflow regions that are interpreted as sources and sinks.

Definition 5. A critical distribution p(x,y,z) is a sink distribution
of ρv if any small perturbation of p converges to p under forward
integration in ρv. The same applies to source distributions using
backward integration instead of forward integration.

Saddle distributions cannot be found in this way, because they
are unstable under forward and backward integration. For the topo-
logical segmentation we focus on sinks and sources. This is justi-
fied by the fact that for a classical topology of certain vector fields
a topological segment is defined by a pair of a source a and a sink b
containing all locations where a forward integration ends in b and a
backward integration ends in a. Therefore, computing our topology
does not rely on the detection of saddles since they can be obtained
implicitly through computing the separation structures.

We define linear independent sequences of sink and source dis-
tributions.

Definition 6. A spanning sink sequence p1(x,y,z), . . . , pn(x,y,z)
is a sequence of sinks that are linearly independent and every
sink p(x,y,z) of ρv can be described as ∑n

i=1 αi pi(x,y,z) with
0 ≤ α1, . . . ,αn ≤ 1 and ∑n

i=1 αi ≤ 1. A spanning sources sequence
p̃1(x,y,z), . . . , p̃m(x,y,z) is a sequence of sources that are linearly
independent and every source p̃(x,y,z) of ρv can be described as

∑m
j=1 β j p̃ j(x,y,z) with 0 ≤ β1, . . . ,βm ≤ 1 and ∑m

j=1 β j ≤ 1.

The weights αi and β j of the linear combinations that describe
any sink or source distribution are called coordinates of p and p̃
with respect to the spanning sink and source sequences.

3.2 Example

In order to illustrate the next sections and further explanations we
give a simple example data set. We start by defining the vector field
describing the average of the distribution at each location as

vavg(x,y,z) =





2 (−x (1−x)(1+x)(1−y2 )−y2 x)
2 (y (1−y)(1+y)(1−x2 )+x2 y)
2 (z (1− z)(1+ z)(1−x2 )+x2 z)



 (2)

over the domain [−2,2]3. Figure 1a gives an illustration of this
average vector field. The 3D uncertain vector field is defined as
Gaussian distribution functions:

ρv(x,y,z; u,v,w) =
1

2π
√

det(T )
e−

1
2
(v−vavg(x,y,z))T T−1(v−vavg(x,y,z))

(3)

with v = (u,v,w)T and

T = T (x,y,z) =





0.4 0 0
0 0.4 0
0 0 0.4



 . (4)

This uncertain 3D vector field consists of two source distributions,
four sink distributions, two outflow regions and five inflow regions.

3.3 Computation of critical distributions

In order to find critical distributions, we adapt the method from
[22] to 3D. Here, an uniformly distributed particle density function
was created. After forward and backward stream line integration,
the particle density function converges to a critical distribution,
which represents sinks and sources, respectively. The particle den-
sity functions were implemented using a high number of particles
which were traced over time, until the particle distribution becomes
invariant. In the 3D case this technique works as well. However,
it is computationally very expensive, because many more particles
are needed to adequately represent density distribution functions
and the stream line integration is more complex.

To make the technique applicable in 3D, we introduce an accel-
eration technique. To improve the convergence of the particle in-
tegration we introduce a precomputed optimal integration step size
at every grid point. For this we approximate the absolute error be-
tween four and eight integration steps with step size ts = ∆t and
ts = ∆t

2
, respectively. This yields

err(x,y,z) = ||v4 −v8||+ ||T4 −T8||F (5)

with

v1(x,y,z) = (x,y,z)T + ts vavg(x,y,z)

vi = vi(x,y,z) = vi−1 + ts v(vi−1)

T1(x,y,z) = ts T (v0)

Ti = Ti(x,y,z) = Ti−1 + ts T (vi)

The error approximation starts with a given minimum of ∆t which
we increase until a given error threshold is reached. We can use dif-
ferent step sizes in every data point of the grid, because we are only
interested in the final particle distribution and not in the integration
time. These step sizes are trilinearly interpolated as well as the vec-
tor field. An adaptively chosen step size for every particle in every
integration step as known from Runge-Kutta method is infeasible
according to present computation power.

Figure 1b shows an example, where critical distributions are ex-
tracted. In conclusion, this process significantly accelerates the
search for critical distributions while keeping the numerical errors
small. In our example field (2) we get the same result with the half
number of integration steps, keeping the same accuracy.

3.4 Stream line integration with Gaussian distribution
functions

The stream line integration from definition 3 assumes a constant
step size ∆t corresponding to the vector field distribution ρv. How-
ever, for the implementation we need different step sizes in order
to minimize integration steps while maintaining stability. Unfor-
tunately, different step sizes cannot be applied to equation (1), be-
cause (multiple) convolution of linearly scaled distribution func-
tions does not yield the original distribution function. For example,

two integration steps with ∆t
2 would result in a different particle

density function than a single integration step with ∆t.
For the special case of Gaussian distribution functions we show

how to scale the distribution functions for different step sizes ap-

propriately. We assume a target step size of ∆ts = ∆t
s

, i.e., s integra-
tion steps of the Dirac delta should result in the original distribu-
tion from ρv. If we assume Gaussian distributions, our integration



method can also be modeled by a stochastic differential equation
describing the Brownian motion

X(t) = x0 +
∫ t

0
b(X(r))dr +

∫ t

0
B(X(r))dW (6)

with x0 as initial point, b(X(r)) as mean vector field, B(X(r)) as
field of covariance matrices, and W as standard Wiener process. For

the standard Wiener process there exists a heuristic dW ≈ (dt)1/2

[6]. In our discrete case this means (dt)1/2 = s−1/2. Here we can
confirm the correctness of this rule by considering the 1D Gaussian
distribution function:

f (x) =
1√

2π σ
e−

1
2 (

x−µ
σ )

2

(7)

We want to reproduce this function by convolving a Dirac
delta δ (x) s-times with a scaled distribution function g(x,s). In

order to achieve this, we scale the standard deviation with s−1/2

and the mean value with s−1:

g(x,s) =
1

√

2π
s

σ
e
− 1

2

(

x− µ
s√

1
s σ

)2

. (8)

Starting with a Dirac delta

h0(x) = δ (x),

the convolution of h with g(x,s) is described by

hk+1(x) =
∫ ∞

−∞
hk(x)g(x− r,s)dr. (9)

This series is described by the following function

r(x,k,s) =

√
s√

2k π σ
e
− 1

2k

(kµ−xs)2

sσ2 . (10)

Integrating δ (x) s-times corresponds convolving it s-times. Then,
k = s and r(x,k,s) = f (x). Therefore, integrating g(x,s) s-times
results in the original distribution function f (x). Thus, the mean

value has to be scaled by s−1 and the standard deviation by s−1 in

order to properly integrate with step size s−1/2. This argumenta-
tion also holds for the 3D case, where the covariance matrix T (see

equation (3) ) has to be scaled by s−1/2.
In the context of stochastic differential equations, our method

can also be regarded as a random dynamical system [11]. Our
search for uncertain sources and sinks is equivalent to the compu-
tation of random attractors [1]. In contrast, we also consider non-
attracting structures like saddles and separating structures and give
efficient methods to compute the uncertain topology.

3.5 Uncertain saddle and boundary switch connectors

For the visualization of separating structures of 3D vector fields
only a few approaches exist. The direct visualization of separation
surfaces do not work well on complex 3D vector fields because of
visual clutter. One solution to this problem is the concept of saddle
and boundary switch connectors [31, 34]. A saddle connector is
the intersection curve of the saddle surfaces from an attracting and
a repelling saddle point. Therefore, it is the intersection from two
separating surfaces.

Here we adapt the saddle connector approach for 3D uncertain
vector fields. In the certain case saddle points are the starting points
for the integration of the saddle surfaces. In 3D uncertain vector
fields saddle structures are unstable under forward and backward

Figure 2: Example field (2): volume renderings of corresponding co-
ordinates (top, left) of the sink distributions; (top, right) of the outflow
distributions; (bottom, left) of the source distributions; (bottom, right)
of the inflow distributions.

integration of ρv, which makes their computation difficult. A so-
lution for 2D uncertain vector fields is proposed in [22]. This ap-
proach computes saddle distributions by the backward integration
of the squared velocity gradient of ρv. The result contains all critical
distributions, which have to be classified. This is done by comput-
ing a modified Poincare-Hopf index applied on ρv. However, such
a classification becomes difficult and unstable in the 3D case.

Here we follow a different strategy to find separating structures.
We consider the definition of repelling and attracting saddle points
for certain 3D vector fields:

• A repelling saddle point has one inflow direction and a 2D
plane with outflow behavior.

• An attracting saddle point has one outflow direction and a 2D
plane with inflow behavior.

In both cases the 2D plane separates two sources and two sinks,
respectively. Based on this observation and the segmentation of 3D
uncertain vector fields, we can compute the separating structures
without saddle distributions in uncertain vector fields.

Given n sink distributions and m source distributions, a stream
line integration started from every location (x,y,z) converges to a
sink distribution under forward integration and a source distribu-
tion under backward integration. Considering definition 6 these
sink and source distributions can be described by linear combi-
nations ∑n

i=1 αi pi(x,y,z) and ∑n
i=1 βi p̃i(x,y,z) with respect to the

spanning sink sequence (p1(x,y,z), . . . , pn(x,y,z)) and the spanning
source sequence ( p̃1(x,y,z), . . . , p̃m(x,y,z)). The corresponding co-
ordinates αi(x,y,z) and β j(x,y,z) are scalar fields in the domain
D. These scalar fields represent the probability that a particle at
a location (x,y,z) moves to the i-th sink and comes from the j-th
source distribution. Figure 2 shows volume renderings of these
scalar fields. In most parts of the field the values are either 1 or
0, meaning that either all or no particles converge to the sink resp.
source. In contrast, at locations with values 0 < αi(x,y,z) < 1 and
0 < β j(x,y,z) < 1, the particles converge to multiple sinks resp.
sources. These volumes represent the separating structures for un-
certain vector fields. Now we can define uncertain saddle connec-
tors as overlapping of separating volumes equivalent to the inter-
section of separating surfaces:

Definition 7. Given is a 3D uncertain vector field containing
the spanning sink sequence (p1(x,y,z), . . . , pn(x,y,z)) and the



(a) (b)

Figure 3: Example field (2): (a) uncertain saddle connectors (b)

uncertain saddle connectors uncertain saddle and boundary switch
connectors.

spanning source sequence ( p̃1(x,y,z), . . . , p̃m(x,y,z)) as well as

the corresponding probability fields (α1(x,y,z), . . . ,αn(x,y,z)
and (β1(x,y,z), . . . ,βm(x,y,z). We select a pair
(αa(x,y,z),αb(x,y,z)) ∈ (α1(x,y,z), . . . ,αn(x,y,z)) and an-
other pair (βc(x,y,z),βd(x,y,z)) ∈ (β1(x,y,z), . . . ,βm(x,y,z)). An
uncertain saddle connector is the volume where the following
scalar field s(x,y,z) > 0:

s(x,y,z) = (1−αm(x,y,z))(1−βm(x,y,z)) (11)

with
αm(x,y,z) = max(αa(x,y,z),αb(x,y,z)) (12)

and
βm(x,y,z) = max(βc(x,y,z),βd(x,y,z)) (13)

Figure 3a shows an example. We extend this definition to bound-
ary switch connectors by treating outflow and inflow regions as sink
and source distributions, as shown in figure 3b.

Definition 7 gives us a particular uncertain saddle connector.
However, not all combinations of corresponding probability fields
create saddle connectors. To avoid the unnecessary computation
of empty saddle connector fields we compute all uncertain saddle
connectors in one scalar field sall , simply by replacing αm(x,y,z)
with

αmax(x,y,z) = max(α1(x,y,z), . . . ,αn(x,y,z)) (14)

and βm(x,y,z) with

βmax(x,y,z) = max(β1(x,y,z), . . . ,βm(x,y,z)) (15)

resulting in

sall(x,y,z) = (1−αmax)(1−βmax). (16)

Note that these saddle and boundary switch connectors already con-
tain the saddle points. They appear at crossings of saddle and
boundary switch connectors.

4 VISUALIZATION

The results of our method are multiple scalar fields, representing
probability distributions of sinks, sources, saddle connectors and
boundary switch connectors. In order to visualize them we use a
volume rendering approach. For this, each type is visualized us-
ing a linear transfer function: sinks in transparent to blue, sources
in transparent to red and saddle and boundary switch connectors in
transparent to yellow. To analyze the whole set of sink and source
distributions the alpha value and range of the transfer functions are
user defined, because these features are represented by particle den-
sities, which possibly contain very different maximal values (de-
pending on the size and the global influence of a feature). For a
better visual separation of the different distributions we use specu-
lar lighting.

(a) (b)

Figure 4: Example field (2): (a) visualization of the complete topol-
ogy with saddle connectors (b) inflow, ouflow regions and boundary
switch connectors added to the visualization.

With respect to the goal of an adequate visualization we dis-
play inflow and outflow regions at the boundaries of the domain
also as volume rendering, but more transparent than the real sink
and source distributions. This avoids an occlusion of the inner fea-
tures. We use for inflow regions a transparent to red transfer func-
tion similar to source distributions and for outflow a transparent to
blue transfer function similar to sink distributions. Additionally we
visualize boundary switch connectors with a transparent to yellow
transfer function. The final result is show in figure 4b. In order to
further reduce occlusions we can also hide these boundary regions
and only display the sink and source distributions and the saddle
connectors. This is shown in figure 4a.

5 TECHNICAL REALIZATION

5.1 Data acquisition

As mentioned in the introduction we get a number of sample vector
fields as input data that describe snapshots of a measured or sim-
ulated flow phenomenon. A typical way to model uncertainty in
physics is assuming a Gaussian distribution. For this we compute
the average vector field and the covariances in every data point from
the given vector fields. This results in a compact format of the un-
certain vector field ρv that is easy to use for the next computations.

5.2 Approximation of step sizes

The approximation of optimal step sizes is a precomputation. For
this we computed scalar fields for both forward and backward inte-
gration. Because the operations described in section 3.3 are local,
the computations are done in parallel. In our test cases we use a
minimum step size ∆ts min = 0.002 and a maximum ∆ts max = 50.

5.3 Computing the spanning source/sink sequence

For the computation of the spanning sink and source sequence we
use a Monte Carlo method that is very similar to the approach pre-
sented in [22]. It also starts with an uniform particle distribution
p0 in the domain D. For the numerical integration we adapted the
“uncertain” Euler integration step into 3D space. This method is
similar to the Euler-Maruyama scheme. It uses the uncertain vector
field, the step size field, and the particle distribution. In the 3D case
the particle distribution consists of millions of particles instead of
hundreds of thousands of particles in the 2D case. The only prac-
tical way to deal with that mass of computations is using the GPU.
Therefore we implemented the whole integration in CUDA. Every
particle creates its own thread. The uncertain vector field and the
step size field have to be copied only at the start into the GPU mem-
ory. Then we copy groups of particle positions at every integration
step into the GPU memory and back, because usually they cannot
be handled at once.

We run this Monte Carlo method until the particle distribution
does not change significantly any more. This is achieved by using



buckets to observe the particle distribution. We observe the con-
vergence of the particle density by accumulating the changes of all
buckets over 10 integration steps and divide it by the number of par-
ticles times 10. We stop the integration when this value is smaller
than 0.01. After that the number of particles in the buckets repre-
sent the resulting distribution.

An additional treatment is necessary for the domain boundary.
Here we search for inflow and outflow regions in an uncertain con-
text. For this we evaluate the vectors and covariance matrices at the
boundary of the domain. We create uniformly distributed sample
points on an ellipse that represents the spatial standard deviation
around the mean vector. Now we can count the number of sample
points inside and outside the domain. The ratio gives the probabil-
ity that this boundary vector points outside or inside the domain.
These probabilities are also stored in the particle density field. All
computations concerning the particle distribution are evaluated on
a grid that has twice the resolution of the data set. This prevents
ignoring small and thin features.

Finally we have to find local maxima in the particle density and
apply a flood fill algorithm to them. This gives us the spanning
source and sink sequence.

5.4 Computing corresponding coordinates

The computation of the coordinates belonging to the sinks and
sources is done exactly in the same way as in the 2D case. A
large number of particles are started at every data point (for exact
numbers see section 6). During the Monte Carlo integration they
reach sinks and sources, respectively. For each data point a distri-
bution is computed that consists of the probabilities that the sinks
and sources are reached. We modify only the acceleration tech-
nique that uses spatial coherence. Instead of using the proposed
onion skin scheme as particle seeding structure, we use the split
planes of an octree as seeding scheme that works better for our 3D
data sets.

6 RESULTS

To test our approach, we apply the extraction of uncertain 3D topol-
ogy to two simulated data sets. Our test system is an Intel Q6600
with 8GB RAM and a NVIDIA GeForce GTX 460.

6.1 DNS simulation

Direct Numerical Simulations (DNS) are becoming increasingly
useful for turbulent flow applications. They constitute a natural
complement to experiments, in particular to investigate in detail
complex physical processes in simple geometries. It does not rely
on any approximate turbulence models, nevertheless the computa-
tional cost is tremendous.

The simulations presented here have been carried out with the
DNS code π3 originally developed by Thévenin and coworkers [7].
It is a finite-difference three-dimensional code solving the fully
compressible Navier-Stokes equations for reacting flows. Deriva-
tives are computed using centered explicit schemes of order six, the
temporal integration is realized with a Runge-Kutta algorithm of or-
der four. The code is parallelized through domain decomposition.

In this study a turbulent air flow without reactions is considered
in a cubic domain with a size of 0.5×0.5×0.5cm3 with 51 equidis-
tant points in each directions. This leads to a fixed, homogeneous
spatial resolution of 100µm, necessary to resolve accurately the fine
details of the flow. Periodic boundary conditions are applied on all
sides of the domain.

A turbulent flow is considered initially superposed with a field of
synthetic homogeneous isotropic turbulence corresponding to a von
Kármán spectrum with Pao correction for near-dissipation scale.

An initial turbulence field is generated with a turbulent fluctua-
tion velocity u′ = 3 m/s and an integral scale Lt = 4.5 mm. It yields

(a)

(b)

Figure 5: DNS simulation: (a) topology of the turbulent flow phe-
nomenon example, described by an uncertain vector field (b) critical
points and illuminated stream lines of the turbulent flow phenomenon
example.

a turbulent Reynolds number of Ret = 250 and the corresponding
Kolmogorov scale is 25 mm.

The result of such a simulation was given as a time series of 50
vector fields in an interval of 3.2µs. The simulated turbulent flow
changes its characteristic very fast. In the beginning the flow con-
tains strong divergence that decreases over the time. So we can find
topological features inside the field only in the beginning, otherwise
there are only features generated by boundary effects. For the cre-
ation of the uncertain vector field we have chosen four time steps in
a rather small time interval from 0.0025µs to 0.01µs such that the
field does not change too much and contains some features. The re-
sulting visualization in figure 5a contains 5 sink and 3 source distri-
butions (including inflow and outflow) and one saddle like region in
the middle of them. The computation time for this example is about
42 minutes: a few seconds precomputation of the step size fields,
7 minutes for the computation of the spanning sink and source se-
quence with only 20 particles per data point (1000 integration steps
were needed for each sequence) and 35 minutes for the computation
of the corresponding coordinates with 200 particles per grid point.
In comparison figure 5b shows the common topological skeleton of
the average certain vector field. It contains 234 critical points and



no clear structure is visible. This data set confirms for 3D what
has already been shown for 2D [22]: the consideration of global
uncertainty in flow fields tends to act as a feature reduction. The
uncertain skeleton contains only the most important features, while
unimportant topological features in the certain flow data (which are
mainly due to noise) are removed.

6.2 Flow in the Pacific Ocean

These simulations were carried out at the German Climate Com-
puting Center using the MPI-OM ocean model. The MPI-OM
model was developed at the Max-Planck-Institute for Meteorology
in Hamburg, and is used to simulate various processes in the dif-
ferent oceanic regions. It is part of the simulations that are carried
out for the IPCC assessment reports. The data set has a horizontal
resolution of 1 degree (360x180) and consists of 40 depth levels,
specified by pressure, and shows the velocity of ocean currents.
The data set contains the average vector fields for each mouth of
one year.

We use these velocity fields of this simulation to create an uncer-
tain vector field. It symbolizes the general global flow in the oceans
over one year. This data set contains several thousands of features.
For this reason we choose only a section of this data set, a part of
the pacific ocean in front of South America. The original data set
is given on a stacked grid. To use our method we resampled the
data on an uniform grid. The grid of the section that we analyze
is 64×91×100. The result of our analysis contains 124 uncertain
sources and 104 sinks as shown in figure 6 and 7. We compare our
result with the analysis of the average vector field, which contains
527 critical points (shown in figure 8).

The runtime of the computation of the uncertain topology is
about 7 hours: 10 minutes precomputation, 50 minutes computa-
tion of the spanning sink and sources sequence with 10 particles
per grid point and the rest of the time for the computation of the
corresponding coordinates with 100 particles per grid point. The
reason for this long computation time is the strong variation in ve-
locity in the given data. The precomputation of the step size helps
to compensate for the very slow motion in the deep sea, but it still
stays slow. To compute the spanning source and sink sequence we
needed 12000 integration steps for each sequence until the particles
arrive in an classified region.

7 CONCLUSION

This paper presents the – to the best of our knowledge – first ap-
proach for a visual analysis of the global uncertainty in 3D vec-
tor fields. For this, topological concepts have been applied: start-
ing from an existing solution of 2D uncertain topology, the trans-
formation to 3D data contained the definition of uncertain saddle
and boundary switch connectors, a significant acceleration due to a
better uncertain integration scheme, and a suitable visual represen-
tation of the resulting multiple scalar fields defining the uncertain
skeleton. The solution has been tested on a number of 3D uncertain
flow data sets.

The most relevant open question for future research is the exten-
sion to uncertain time-dependent flow fields, investigating vortex
cores and vortex regions. However, this is not only an open ques-
tion for uncertain topology but for topological concepts themselves:
even for certain vector fields, general solutions for a time-dependent
topology are still an open field of research [25]. Further topics for
future work are the extraction of other critical structures like closed
orbits and strange attractors, and the use of uncertain vector field
visualization as a vector field simplification method.
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