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Abstract
In this paper we present a new technique for visualizing multidimensional information. We describe objects of a
higher dimensional information space as small closed free-form-surfaces in the visualization. The location, size
and shape of these surfaces describe the original objects in information space uniquely. The underlying enhanced
spring model is introduced. The technique is applied to two test data sets.
Keywords:information visualization, multidimensional information space, spring model, free-form-surface.

1. Introduction

In recent years the visualization of large multidimensional
information has become one of the "hot topics" in scientific
visualization. New techniques to handle this problems have
been developed, such as cone trees (9) and fisheye views (10).
Several techniques try to map correlations of the objects in
higher dimensional information space to spatial correlations
in the visualization space (2D or 3D): objects with similar
properties are visualized spatially close to each other. The
underlying physical model is often a spring model.

In 7 the objects are documents, and the dimensions are
key words. Using a spring model, the objects are placed
between the dimension points in 2D.1 extends this to 3D
and introduces more facilities for browsing and interacting
with the document space. A similar spring model is applied
in 6 to visualize DNA sequences. In3, an extended mass-
spring model is introduced. The objects are initially placed
on the inner of two concentric spheres; the dimension points
are placed on the outer sphere. Between object points and
dimension points springs are attached.4 places the objects
on spheres of interest in order to preserve the spatial re-
lations in information space.5 introduces a self-organizing
system where certain repelling and attracting forces are be-
tween the objects. Then a state of balance is computed.8

exploits a similar approach where spring forces are used to
place graphical representations of information objects and
objects’ attributes in 3D according to certain object similar-
ities. 2 uses a combined spring and gravitational model for
visualizing large graphs.

The data we consider in this paper consist of objects in

then-dimensional information space. Visualizing these data
means finding an appropriate map from information space to
the (two or three dimensional) visualization space.

Every dimension of the information space is related to a
point di 2 IR2(IR3);(i = 1; :::;n). An objectO in the infor-
mation space is an-tuple(c1; :::;cn) 2 IRn (c1; :::;cn > 0). It
can be considered as the coordinates of the object in infor-
mation space. (As an example, consider the objects as text
documents and the dimensions as certain key words. Then
the coordinates(c1; :::;cn) of an object are the frequencies
of appearance of the key words in the document.)

Using the classical spring model (1, 6, 7), an objectO =
(c1; :::;cn) is related to a pointp in visualization space. We
considern springs - from each dimension pointdi to p. The
stiffness of the springs are set to the valuesc1; :::;cn. Then
the locationp is searched where the spring model is in bal-
ance. For fixeddi we can compute this location explicitely:

p =
∑n

i=1 ci �di

∑n
i=1 ci

: (1)

Figure 1 gives an illustration forn= 4.

Using the classical spring model for placing objects in
the visualization space has the following advantages, so that
the technique is useful and often applied:
– The location ofp gives spatially intuitive information
about the objectO: the moreO is related to thei-th dimen-
sion (i.e., the biggerci is), the closer movesp towardsdi.
– Since every object is visualized only as a point, a large
number of objects can be visualized. The result is a point
cloud.
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Figure 1: Visualizing the object O= (c1; :::;c4) of a
four dimensional visualization space. The dimension points
d1; :::;d4 are fixed,p moves to the position of balance of the
spring system.

– Objects with similar properties are spatially close in the
visualization. We can search for clusters in the visualized
point cloud.

There are limitations to the classical spring model as
well:
a): ambiguity: objects with different coordinatesc1; :::;cn
may collapse to one point in the visualization. This means
similar objects are spatially close in the visualization, but
we do not know whether or not objects spatially close in the
visualization are similar.
b): insensitivity to coordinate scalings: the objects
(c1; :::;cn) and (k � c1; :::;k � cn) with k > 0 cannot be
distinguished in the visualization because they are mapped
to the same point.

Figure 2 illustrades these limitations.

d1 d2

d3d4

p(O1)=p(O2)=p(O3)

Figure 2: Limitations of the classical spring model: the ob-
jects O1 = (1;2;1;2) and O2 = (2;1;2;1) collapse to one
point (ambiguity). So do the objects O1 and O3 = (2;4;2;4)
(insensitivity to coordinate scalings).

To decrease the impact of the drawbacks a) and b), re-
search has been done on finding appropriate locations for the
dimension pointsdi. In 1 and7 the pointsdi can be moved
interactively.3 solves a mass-spring system numerically for

finding suitable locations of thedi . All these approaches can
limit the drawbacks a) and b) but do not solve them.

The approach to be presented here is able to solve the
drawbacks a) and b). The main idea is to assign an object
not only with a point but with a small closed free-form curve
(surface). The location of the curve (surface) gives spatial
information similar to the location of the object point in the
classical spring model. The additional size and shape infor-
mation of the curve (surface) gives more intuitive knowledge
about the object and solves the drawbacks a) and b).

The reason for using small free-form curves (surfaces)
lies in the fact that humans react rather sensitively to small
changes in the shape of curves (surfaces). Thus curves (sur-
faces) provide a way of presenting a lot of information in a
small area - a precondition for visualizing a higher number
of objects.

Section 2 introduces the underlying enhanced spring
model. Section 3 describes how to get the curves (surfaces)
out of the model. Section 4 discusses the visualization as-
pects of the approach. Section 5 applies the approach to two
example data sets and discusses the results.

2. The enhanced spring model

As in the classical spring model, we place a fixed point
di 2 IR2(IR3) for every dimension of the information space.
For a given objectO = (c1; :::;cn), we consider a pointp
in IR2(IR3). We attach n springs with the constant stiffness
c> 0 top. The other ends of the springs are namedp1; :::;pn.
Now we considern more springs - frompi to di with the
stiffnessci for i = 1; :::;n. The pointsp;p1; :::;pn are free
movable; the pointsd1; :::;dn are fixed. Then we search for
the state of balance of this spring system. Figure 3 gives an
illustration.

d1 d2

d3d4

p

c1 c2

c3

c4

p1

p2

p3

p4

c c

c
c

p

p1 p2p3

p4

c c

Figure 3: The spring model for an object O= (c1; :::;c4) of
four dimensional information space. The object is described
by the pointsp;p1; :::;p4. The constant c is considered to be
bigger than c1; :::;c4.

Applying this spring model, an objectO = (c1; :::;cn) is
described by then+1 pointsp;p1; :::;pn. The constantc is
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considered to be at least one scale bigger thanc1; :::;cn. Its
influence will be discussed later on.

For given dimension pointsd1; :::;dn and constantc, the
location of the pointsp;p1; :::;pn describing the objectO=
(c1; :::;cn) can be computed explicitly:

p =
∑n

i=1wi �di

∑n
i=1 wi

(2)

with

wi =
ci

c+ci
for i = 1; :::;n: (3)

Then we obtain forp1; :::;pn:

pi =
c�p+ci �di

c+ci
for i = 1; :::;n: (4)

Obviously, the locations ofp;p1; :::;pn depend on the value
of the constantc. We study the special cases of convergingc
to infinity and zero:

lim
c!∞

p = lim
c!∞

p1 = :::= lim
c!∞

pn =
∑n

i=1 ci �di

∑n
i=1 ci

: (5)

This means that forc!∞ the pointsp;p1; :::;pn collapse to
the point which describes the object in the classical spring
model. Therefore, the classical spring model is contained as
a special case in the enhanced spring model. Forc! 0 we
obtain

lim
c!0

p =
∑n

i=1di

n
(6)

lim
c!0

pi = di for i = 1; :::;n:

Forc! 0, the locations ofp;p1; :::;pn do not depend on the
object anymore. Therefore,c should be chosen rather large.

The pointsp;p1; :::;pn describe an objectO= (c1; :::;cn)
uniquely. This means that from givend1; :::;dn;p;p1; :::;pn

andc we can compute allci (i = 1; :::;n). To do so we only
have to solve the linear system of the equations (2)-(4) and
the unknownsc1; :::;cn. This gives an unique solution if no
two of the dimension points coincide and the pointsp;pi;di
are collinear fori = 1; :::;n.

3. Obtaining closed curves (surfaces)

Even if the pointsp;p1; :::;pn describe an object uniquely -
for the visualization of an objectn+1 separate points are not
suitable. We therefore define a closed curve (surface) which
gives an intuitive imagination of the location ofp;p1; :::;pn.
In the following we only describe the surface case for a 3D
visualization. The case of a closed curve in a 2D visualiza-
tion can be obtained as a special case of the surface.

Defining a surface out of the control pointsp;p1; :::;pn us-
ing usual approaches like Bezier- or B-Spline surfaces fails
because these approaches depend on the order of the control
point sequence. For our problem, the pointsp1; :::;pn should
not be in a particular order.

We define a closed surface as a deformation of a small
sphere aroundp:

x(λ;φ) = p+ f (λ;φ) �

0
@

cosφ �cosλ
cosφ �sinλ

sinφ

1
A (7)

(0� λ < 2π;�
π
2
� φ�

π
2
:

In (7),p is a 3D point andf (λ;φ) is a certain bivariate scalar
function. For f (λ;φ) = const, (7) describes a sphere around
p in spherical coordinates. This sphere will be deformed by
the function f (λ;φ). The special case of a 2D visualization
is contained in (7) by settingφ = 0.

To definef (λ;φ) we introduce the auxiliary functions

fi(λ;φ) =

8>>>>>>>>>>><
>>>>>>>>>>>:

(pi�p)�

0
BB@

cosφ �cosλ
cosφ �sinλ

sinφ

1
CCA

kpi�pk

if (pi �p) �

0
@

cosφ �cosλ
cosφ �sinλ

sinφ

1
A> 0

0 else

(8)

for i = 1; :::;n. Figure 4 illustrates (8).

α
cos φ * cos λ
cos φ * sin λ
      sin φ )(p

pi

Figure 4: The auxiliary function fi(λ;φ): f i(λ;φ) = cosα if
cosα > 0, else0.

Now we can define the deforming functionf (λ;φ) by

f (λ;φ) = f0+
n

∑
i=1
kpi �pk � ( fi(λ;φ))sh

: (9)

Generally, the surfacex(λ;φ) shows deformations in all di-
rectionspi �p. The biggerkpi �pk is, the stronger the de-
formations are. The constantsh determines how strong the
deformation is performed in the directions close topi �p. It
has similarities to the shiny exponent in Phong’s illumina-
tion model: the biggersh is, the sharper is the deformation
(highlight in Phong’s model). The impact ofsh is illustrated
in figure 7. The constantf0 is for preserving continuity and
parametrization regularity of the surface. In fact, forf0 > 0
and sh a natural number, the surface defined by (7)-(9) is
Csh�1-continuous. Thus we should choosesh> 2 in order to
obtain aC1-continuous closed surface.
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Another property is the fact that the pointsp;p1; :::;pn are
inside the closed surface defined by (7)-(9).

We consider a first example of a 2D visualization.

d1

a) b)
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d3d4

d1 d2

d3d4

p1 p2

p3p4 p

Figure 5: a): Visualizing the object O= (1;2;1;2) with sh=
10. b): The same object visualized with a high sh (sh= 100).
We obtainp;p1; :::;pn directly from the curve.

Figure 5a shows the visualization of the objectO =
(1;2;1;2). The closed curve was visualized as the bound-
ary of a filled area. The curve gives us three kinds of infor-
mation: location, size and shape. The location of the whole
curve gives initial information about the object. The size
gives information about how big the components of an ob-
ject are generally. An object with generally high components
ci (i = 1; :::;n) produces a bigger closed curve. The deforma-
tions of the curve show which dimensions the object is more
related to. In our example the object is more related tod2
andd4 than tod1 andd3.

A surface defined by (7)-(9) describes an object uniquely.
This means that from the location, size and shape of such a
surface we can uniquely infer all componentsc1; :::;cn of the
original object. For showing this, supposesh is high. Then
the surface converges to the line segments(p;p1); :::;(p;pn)
(figure 5b illustrates). This means that from the surface we
obtain the location ofp;p1; :::;pn directly. As shown in sec-
tion 3, these points give the object uniquely. Figure 6 shows
the visualization of the objects from figure 2.

4. Visualizing the closed curves (surfaces)

For visualizing a curve (surface) related to an objectO, we
have to determine the following parameters:c;sh; f0 and the
locations ofd1; :::;dn. All these parameters are chosen glob-
ally, i.e. they are the same for every visualized object.

The location of thedi influences the intuitivity of the vi-
sualization but not the uniqueness of the object description.
We placed thedi equally distributed on a unit sphere.

The parameterc has influence on the size of the surface. A
higherc leads to a smaller surface. Forc! ∞, the surfaces
collapse to points.

d1

a) b) c)

d2

d3d4

d1 d2

d3d4

d1 d2

d3d4

Figure 6: Visualizing the objects a): (1,2,1,2); b): (2,1,2,1);
c): (2,4,2,4). In contrary to the classical spring model shown
in figure 2, these objects can be well distinguished. For all
objects in this figure we have chosen sh= 10.

The parametersh influences how sharp the deformations
are around the directionspi�p. The extreme casesh!∞ is
shown in figure 5b.

The parameterf0 > 0 is necessary for continuity preserv-
ing of the surface. It should be chosen rather small.

The influence of the parametersc andshis shown in figure
7 for the 2D case.
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Figure 7: Visualizing the object (1,2,1,2) with different pa-
rameters sh and c.

For visualizing a higher number of objects we used the
following visualization scenario:
a): Get a global impression by visualizing all objects with a
high parameterc. The objects are almost points, the visual-
ization is the same as from the classical spring model. We
try to detect clusters in the visualization. Objects which are
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not spatially close (for instance objects in different clusters)
are not similar to each other. For objects in a cluster we have
to go on analyzing:
b): Zoom into a cluster and increasec. The points will ap-
pear as closed surfaces. If two surfaces have different shape,
the objects are not similar to each other. If two surfaces have
a similar shape but different sizes, one object is the scaled
image of the other one. If the surfaces are similar in shape
and size, the objects are similar to each other.

The only problem here is how to distinguish between ob-
jects that are in the same location. In this case the surfaces
may intersect and hide each other in part or completely. A
solution to this problem is to offer the option of visualizing
the surfaces transparently or in wire frame representation. In
addition, the surfaces are visualized in different colors. In
this way we can distinguish between surfaces in the same
location as long as they are not exactly identical. For the test
data sets described in the next section, this problem did not
occur.

5. Applications and results

We applied the visualization technique to two test data sets
which are publicly available on WWW. Both data sets have
been initially explored in11.

The first data set† contains information about 38 automo-
biles including miles per gallon, weight, drive ratio, horse-
power, displacement and number of cylinders. This means
we have 38 objects in a 6-dimensional information space.
The dimension pointsd1; :::;d6 were placed in an equidis-
tant way on the unit sphere. Figure 8 gives an overview over
the data set in a 3D visualization. We used the parameters
c = 15;sh= 10; f0 = 0:2. Each of the closed surfaces was
approximated by 1944 triangles. The visualization on a Sili-
con Graphics Indigo 2 Workstation under IRIS Explorer was
computed in approx. 13 seconds. The navigation through the
scene is possible in an interactive time.

In figure 8 we recognize a cluster of surfaces in the upper
middle part of the picture. For the cars lying in this cluster
we can make the assumption that they have similar proper-
ties; but we have to check it. For doing this, we zoom into
this area and visualize withc= 30. Figure 9 shows the result.
As we can see here, the surfaces for Buick Century Special,
Dodge Aspen and AMC Concord D/L are similar in location,
size and shape. These cars have, therefore, similar proper-
ties. The other 8 surfaces in figure 9 are also similar to each
other in location, size and shape. Thus the properties of these
8 cars are similar to each other as well.

The second data set‡ measures various quality of living
parameters of US cities. It is a 9 dimensional data set with

† available at http://lib.stat.cmu.edu/DASL/Stories/ClusteringCars.html
‡ available at http://lib.stat.cmu.edu/datasets/places.dat

329 objects. The values for all dimensions are normalized to
[0;1] in such a way that the higher the number the better the
city.

The 9 dimensional points were placed equally distributed
on a sphere. Figure 10 gives an overview over the data set.
Most of the objects are in one big cluster, there are only a few
outliers. Figure 11 shows the cluster in more detail. Figure
12 shows the magnification of the five objects lower right
of figure 11. As we can see here, the surfaces for Spring-
field, St. Louis, Baltimore and Hartford have similar shape
and size. These cities therefore have similar living condi-
tions. The shape of the surface related to Miami-Hiale differs
from the 4 other cities. The living conditions in Miami-Hiale
are therefore different in comparison to the four other cities,
even if the five closed surfaces are spatially close to each
other.
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Figure 9: Visualization of the car data set - zoom into the cluster.
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Figure 10: City data set - overview.
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Figure 11: City data set - the cluster.

c
 The Eurographics Association and Blackwell Publishers 1999.



Theisel and Kreuseler / An Enhanced Spring Model for Information Visualization

Figure 12: City data set - zoom of the 5 objects lower right in figure 11.
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